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Testing NDCG@10
# Machine learning applications require to collect training data manually Simplify the following sentences for targeted readers. Training instances on previous iterations
e ey g ( ) #sentences | baseline 1 <2 <3 <4 <5 <6 <7 <8
& Limitations: 7 s - -
o3 Expensive 2 214 60.66 62.88 -
Select a font 18 ¢ 3 207 61.05 63.39 65.52 -
e i 1
25 T|me Consum|ng ‘ o . ) 4 210 58.21 60.73 65.93 67.46 -
The goal | set - to defeat al-Qaeda, aljmd den'y it a' .chance to rebuild - is novg within our reach. I 5 233 56.10 6253 65.66 66.00 70.72 )
fgg Tra | N | ng/tea Ch | ng Of an nOtatO rS/expe rtS iS N eed ed Asserting that the US had largely achieved its military goals, Mr Obama said Afghans were ready to take responsibility for 6 215 62.18 61.05 66.51 67.86 69 88 77 36 )
their own security, a transition that will start in earnest next year when US and NATO troops step back from a combat role to
o . g | 7 213 57.00 6207 6402 6488 6728 6927 |74.14 -
& Concept drift training and NN cperations. 3 195 | 5656 | 5953 6211 6303 6454 6740 7105 |7583] -
Insurgents killed at least seven people in an attack targeting foreigners in Kabul Wednesday, just two hours after U.S. 9 224 56.14 63 48 65 58 65 87 69 18 69 51 71 31 71 .40 75 70

President Barack Obama left Afghanistan following a brief Unannouniced visit. The Taliban claimed responsibility for the

& SuggEStlons assault on the heavily secured compound housing hundrec unscheduled | o kers on the eastern outskirts of the capital.
lanned
2¢¢ Embedded and adaptive model L : : . :
® Usagedata as tfammg datacet r——y g NDCG@10 results for each iteration of the testing instances using
V4 a ea ca ales
- . Complex words/phrases unexpected 1Nt 1 1 1 1 1
%3 Human-in-the-loop approaches Ll L training instances from the previous iteration. For example, for testing

uninvited at iteration 2, the NDCG@10 result using training data from the previous

impromptu

eventual iteration, i.e. iteration 1, is 62.88. The baseline column shows the

Your comments here: Do not change

s | m m = performance in each iteration using the generic paraphrasing dataset

used to train the baseline ranking model.

2d Personalized applications
B No extra expert training is required

) annual
E No separate annotation process “H

2d Continuous model adaption
& Model learns the changes over time

RESEARCH QUESTIONS ADAPTIVE MODELS FOR TEXT
SIMPLIFICATION o =
@ How can an adaptive paraphrase ranking model be
integrated into a text simplification writing aid tool? iteration ¢ iteration t+1
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EXPERIMENTAL SETUP AND RESOURCES oY
o . . . evaluation scores
& Highlight words or phrases (complex phrases — CPs) to simplify a given % First iteration: use baseline language model ranking
text that is difficult to understand for particular readers such as % At iteration t, usage data from t-1is used to build the model I
language learners, children or people with reading impairments. % Training data is built in batches ) 4 5 8
& Complex word identification (CWI) datasets from (Yimam et al. 2017) are % No overlap of data between iterations
used to highlight CPs for the text simplification system hosted on Amazon terations
Mechanical Turk (Mturk).
it INSTANCES OF TRAINING DATASET | -
# The adaptive paraphrase ranking system runs on our local servers, which Learning curve showing the increase of NDCG@10 score over 9
communicate to the MTurk system via external HITs. Complex sentence: Hajar said his cousin was not affiliated with any terrorist group. iterations.
Simplified sentence 1: Hajar said his cousin was not associated with any terrorist group. 2 6
% Candidates generation Simplified sentence 2: Hajar said his cousin was not merged with any terrorist group. > 2 NDCG results for 10 Crowdworkers over 3 terations
70
e Lexical and distributional resources: WordNet and distributional Simplified sentence 3: Hajar said his cousin was not aligned with any terrorist group. > 1
65
thesaurus (Miller, 1995 and Biemann et al., 2013) Simplified sentence 4: Hajar said his cousin was not partnered with any terrorist group. > 1 o
% PPDB 2.0 and simple PPDB (Pavlick et al., 2015, Pavlick and Callison Examples of usage data as training instances. Here affiliated is a -
Burch, 2016) complex phrase highlighted based on the CWI dataset and associated, &0
& Phrase2Vec: Phrase2Vec model (Mikolov et al., 2013) using English merged, aligned, and partnered are the simpler options provided by 6, 2, .
Wikipedia and the AQUAINT corpus of English news text (Graff, 2002). 1, and 1 workers respectively. .0
# Resources: 35
2 Atotal of 10.8K training instances are collected using 71 different RESULTS AND DISCUSSIONS -
workers from 3 countries. D N
> & O QRS
# Adaptive paraphrase ranking model effectively improves the 5.\1\} ?:\:\:\‘ v.\‘:\j’ g\:\’ V‘\} ‘?:\} .\‘:\:\~ g\;\i\y Vj\} @5}
LEARNING-TO-RANK performance of text simplification task.
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& The system is trained by providing pairs of texts with complex phrases # Domain adaption can be combined with adaptive machine learning

# Personalized NLP application is a way forward. NDCG@10 over 3 iterations for 10 workers

and candidates along their ideal rankings.

= Ranklib is used to build the learning and ranking models @ User interface design is central for adaptive systems

# LambdaMART algorithm is selected to train the models. DEPARTMENT OF INFORMATICS
% Selected features: DATASETS AND RESOURCES

®a  Frequency and length

LANGUAGE TECHNOLOGY GROUP

3

 Documentation: https://uhh-It.github.io/pardsim/
= Datasets: https://uhh-It.github.io/par4sim/2018/05/29/dataset.html

26 Lexical and distributional thesaurus resources

?a PPDB 2.0 and simple PPDB

http://It.informatik.uni-hamburg.de/

3
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t Demo: https://ltmaggie.informatik.uni-hamburg.de/pardsim/

22 Word embeddings feature


http://lt.informatik.uni-hamburg.de/
https://uhh-lt.github.io/par4sim/
https://uhh-lt.github.io/par4sim/2018/05/29/dataset.html
https://ltmaggie.informatik.uni-hamburg.de/par4sim/

