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NLP research focuses
Kalika Bali, Monojit Choudhury, Sunayana Sitaram, Vivek Seshadri (2019) ELLORA: Enabling Low Resource Languages with Technology 
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Research focus in Africa

● Most African countries allocate less than 1% of their 
budget for Research

● According to the Ethiopian Technology and Innovation 
Institute report of 2017, Ethiopia allocates 0.27% of its 
budget for research
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ACL Anthology paper search

Tonja et al. (2023): Natural Language Processing in Ethiopian Languages: Current State, 
Challenges, and Opportunities 8



ACL 
Anthology 
Phrase search

2019 2023
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Big Tech for low-
resource languages
● chatGPT same 

question in English 
and Amharic

● The answer to the 
Amharic question is 
totally rubbish, 
meaningless!
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Recent initiatives - EthioNLP

● Established in 2018 (COLING 2018, Santa Fe, USA)

● Around 40 members as of today

● It was not active for the last 4 years, getting more active now

● GitHub - https://ethionlp.github.io/

● Twitter - https://twitter.com/EthioNLP

● FAcebook - https://www.facebook.com/groups/1275577692604176/about/

● Slack - https://ethionlp.slack.com/home

● Telegram - https://t.me/+f_5gMa4KhtU2NWUy
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Recent initiatives - GanaNLP
● https://ghananlp.org/
● Processing (NLP) of Ghanaian Languages & it's Applications to Local Problems
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Recent initiatives - HausaNLP

● https://github.com/hausanlp/Awesome-
HausaNLP

● Collaborate with EthioNLP for AfriHate and 
AfriSenti Projects
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Recent initiatives - Maskhane
A grassroots NLP community for Africa, by Africans
● https://www.masakhane.io/

Values

Umuntu Ngumuntu Ngabantu

African-centricity Ownership Openness
Multidisciplinarity Everyone has valuable knowledge

Kindness Responsibility Data sovereignty
Reproducibility Sustainability 14
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Semantic models for Amharic
● Purposes

○ Benchmark Datasets
○ Open sources (models, codes, tools, data)

https://github.com/uhh-lt/ethiopicmodels
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Semantic models for Amharic (Yimam et al. 2021)
● Corpus

○ At the Mendeley Dataset Repository

● Datasets
○ Sentiment analysis
○ NER
○ POS tagging
○ Question classification

● Models
○ Language models

■ AmRoBERTa at Huggingface  
■ AmFLAIR - at FLAIR repository
■ Word2Vec
■ fastText

● Segmenter/tokenizer

uhhlt/am-roberta
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https://github.com/EthioNLP/Ethi
opian-Language-Survey
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Survey - conclusion
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Why STILL low-resource, see MT as an example for Amharic
2003 application of corpus-based techniques to amharic texts

2006 guarani: a case study in resource development for quick ramp-up mt

2017 amharic-english speech translation in tourism domain

2018 parallel corpora for bi-lingual english-ethiopian languages statistical machine 
translation

2018 parallel corpora for bi-directional statistical machine translation for seven ethiopian 
language pairs

2019 english-ethiopian languages statistical machine translation

2019 language modelling with nmt query translation for amharic-arabic cross-language 
information retrieval

2022 geezswitch: language identification in typologically related low-resourced east 
african languages

2022 extended parallel corpus for amharic-english machine translation 21



No mention of “low-
resource”

2003
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In this paper, it is mentioned 4X “low-resource”

2022
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Why we are have more “low-resource” terms over time

● “Low-resource” - becomes buzzword
○ Funding
○ Research gap, an opportunity for students

● English and other languages are getting more attention
● The works are less impactful

○ Unpublished
○ Not used in industry Publish and Perish
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Sentiment
Analysis
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Why sentiment analysis is important

● No exception: understand users opinion towards a 
target

● But, why focus on low-resource languages
○ Difficult to get suggestions/recommendations from 

multiples sources - low-resource
○ Opinions are culturally different - communities have their 

own language to understand a text
○ Understand opinions for local events, disaster, conflict,
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ASAB - Amharic Sentiment Analysis (Yimam et al. 2020)
● Sentiment analysis dataset for Amharic
● Using AmTweet dataset
● Annotation tools, models, and datasets
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ASAB approach
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ASAB tool - https://github.com/uhh-lt/ASAB

● ASAB support mobile card vouchers rewards for annotators.
● Reward given when a user annotates 50 tweets.
● ASAB integrates a controlling control questions for every 6 

tweets.
● Users with 3 consecutive mistakes will receive a warning

message.
● Users blocked after the fourth wrong attempt.
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ASAB ML models
● Baseline methods:

○ Stratified, Uniform, and Most frequent.
● Supervised approaches:

○ SVM, KNN, Logistic regression, Nearest centroid
○ Features: TF-IDF with the CountVectorizer and

TFIDFTransformer methods from scikit-learn.
● Deep learning approaches:

○ Models based on FLAIR deep learning text classifier.
○ Features: Word2Vec, network embeddings, contextual

embeddings (RoBERTa and FLAIR embeddings)
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Outcome
● 9.4k tweets annotated (143,848 words and 45,525 types ), each tweet three 

annotators.
● A total of 92 Telegram users visited ASAB.
● 58% of users completed at least 50 tweets and got rewarded.
● 4 users blocked for consecutive mistakes.
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Analysis
● We randomly select tweets where the model 

prediction and the user annotations differ.
● Possible source of errors:

○ Users press the wrong button by mistake.
○ Some users might not understand the tweet.
○ Slow internet connection, some users reported that there 

was a delay between the first and the second tweet.
○ Sarcasm, figurative speech, mixed scripts, incomplete 

phrases and sentences, and spelling and grammar errors 
cause most of the model errors.
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ASAB dataset - extension
● Used for AfriSenti-SemEval Shared Task 12 - 2023
● Data is used for the Amharic Semantic model project (Yimam et al. 

2021)
● ASAB tool is being extended for general-purpose text annotation
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ASAB model - example usage

Model is currently hosted at the LT Group data server
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AfriSenti-SemEval Shared Task 12 - 2023
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AfriSenti datasets

14
Languages

110,000



Afrisenti Dataset collection challenges
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● Lack of support for certain African languages letters on 
keyboards
○ E.g Twi : ε, ɔ

● Code-mixing
○ Between low-resource languages. E.g Yoruba and Igbo

● Tonality challenge
○ Àwon omó fo abó (The children washed the dishes) 

has a positive meaning, 
○ Àwon omó fó abó (The children broke the dishes) has 

a negative meaning
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Bosch Center for Artificial Intelligence, 
Renningen, Germany; Center for 

Information and Language Processing 
(CIS), LMU Munich, Germany
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NLNDE
No Language No Data Expertise

Winning system 

The LAPT approach involved continue pre- training a 
PLM on the monolingual corpus of a target African 

language,

TAPT involved continue pre-training on the training 
dataset of the task i.e. AfriSenti training corpus of a 

target language



Hate Speech
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● Freedom of speech?
● “Six part threshold test” 

to justify restrictions on 
freedom of expression
○ considering the socio 

political context, 
○ status of the speaker,
○ intent to incite 

antagonism, 
○ speech content,
○ extent of dissemination
○ likelihood of harm.
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Is hate speech a new event?
Ask ChatGPT! :-)

https://sloanreview.mit.edu/wp-content/uploads/2022/03/GEN-Bird-Visibility-1290x860-1.jpg
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Why hate speech detection models for low-resource languages?
● Social media and mobile usage increases

○ Less awareness of media usage

○ Social media becomes a fertile ground for hate speech

○ Escalate to offline unrest (Nkemelu et al. 2023)

● Utilize knowledge of experts of the community along models 

● Plan counter-hate speech - peace build up  - responsible AI

● But

○ Small and unbalanced dataset

○ Unpublished resources/models 47



Hate speech in Ethiopia - the 5J

● Use the Toloka Yandex crowdsourcing
● Crowdsourcing is getting more popular for data annotation 

due to its lower cost, higher speed, and diversity of 
opinions

48



5Js - Unpacking Ethiopia's Controversial Five Consecutive Junes: A 
Period of Turmoil and Change (Ayele et al. 2022)
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Data collection and annotation
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Sample Toloka user interface for presented for performers
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Annotation errors
● Possible source of variations among human annotators might be 

due to:
○ Negligent or malicious annotators working only for financial rewards.

○ Tweets containing idiomatic and poetic expression are difficult to 
understand

○ The context in which some tweets are written is not known
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Error analysis
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Challenges in hate speech annotation
● Data selection: Lexicon? Party names? Ethnics names? Tricky!!
● Costly: no difference from English and similar high-resource languages
● Sensitive: Annotators can be annoyed (religion/ethnicity)? 
● Native speaker: You need speakers who speak the language (annotation, 

guideline)
● Awareness: Training annotators about the implication of the annotation, why do 

they care?
● Infrastructure: Most have mobiles, web-based tools will not help. Where to 

publish the data (GitHub??)
● Lack of experts: There are less researchers in general, and much worse for NLP
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Lacuna Funding 2022
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Conclusion
● Most languages, for example Amharic, they are not anymore low-resource for 

some tasks, they are less-organized.

58



Conclusion

● Most languages, for example Amharic, they are not anymore 
low-resource for some tasks, they are less-organized.

● Promote low-resource language works  
● Create collaboration among local researchers
● Mentoring of students in low-resource language

59



Question/discussion/contact me?
Seid Muhie Yimam

House of Computing and Data Science

Universität Hamburg

seid.muhie.yimam@uni-hamburg.de

@seyyaw
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ACL Anthology 
papers per year
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Amharic tweets (AmTweet)- current status

● Collect tweets everyday
● Tweets written in Amharic script (Ethiopic, Fidäl, 

Ge’ez)
● A total of 17,602,943 tweets by April 16, 2023
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