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ABSTRACT

Ambharic documents on the Web are increasing as many newspaper publishers started their services
electronically. People were relying on IR systems to satisfy their information needs but it has been
criticized for lack of delivering “readymade” information to the user, so that the QA systems emerge
as best solution to get the required information to the user with the help of information extraction
techniques. QA systems in other languages have been extensively researched and have shown
reasonable outcomes, while it is the first work for Amharic. Amharic is a less-resourced language and
developing a QA system was not done before. A number of techniques and approaches were used in
developing the Amharic QA system. The language specific issues in Amharic are extensively studied
and hence, document normalization was found very crucial for the performance of our QA system.
Experiment has showed that documents normalized bear higher performance than the un-normalized
ones. A distinct technique was used to determine the question types, possible question focuses, and
expected answer types as well as to generate proper IR query, based on our language specific issue
investigations. An approach in document retrieval focused on retrieving three types of documents
(Sentence, paragraph, and file). The file based document retrieval is found more important than the
other two techniques, i.e., taking the advantages of concept distribution over sentences and less
populous answer particles found in a file based retrieval techniques. An algorithm has been developed
for sentence/paragraph re-ranking and answer selection. The named entity (gazetteer) and pattern
based answer pinpointing algorithms developed help locating possible answer particles in a document.
The evaluation of our system, being the first Amharic QA system, has shown promising performance.
The rule based question classification module classified about 89% of the question correctly. The
document retrieval component showed greater coverage of relevant document retrieval (97%) while
the sentence based retrieval has the least (93%) which contributed to the better recall of our system.
The gazetteer based answer selection using a paragraph answer selection technique answers 72% of the
questions correctly which can be considered as promising. The file based answer selection technique
exhibits better recall (0.909) which indicates that most relevant documents which are thought to have
the correct answer are returned. The pattern based answer selection technique has better accuracy for
person names using paragraph based answer selection technique while the sentence based answer
selection technique has outperformed in numeric and date question types. In general, our algorithms
and tools have shown good performance compared with high-resourced language QA systems such as

English.
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Chapter One: Introduction

CHAPTER ONE

INTRODUCTION
1.1 GENERAL BACKGROUND
Huge amount of information is now available in machine-readable form. In 2003, approximately 8 TB
of books are assumed to be published per year [16]. It has been also assumed that reading of new
scientific material that is produced every 24 hours will take a human being about five years to finish.
The number of Amharic documents on the web increases as many news agencies provide their service
electronically. As a result, Information Retrieval and Information Extraction are becoming more
important for effectively looking up and making use of these information. The traditional search
engines have a shortcoming for the concise and complete retrieval of information. Commonly, search
engines return the relevant, even, most of the time irrelevant links or document lists to the search
keywords which are excessive that users need more effort to acquire the needed information, may be
after reading a number of pages for a longer time [1].
While information retrieval is effective by itself, users these days demand a better tool. First, they want
to reduce the time and effort involved in formulating effective queries for search engines (users are
required to formulate queries that should maximize document matching, and the search engine
processes the query as submitted), and secondly they want their results to be real answers—not the list
of relevant links. They want to spend less time searching appropriate answers from the lists and more
time thinking about what they found and using it for whatever purpose they started the search in the
first place. They want a Question Answering (QA) system that is more efficient than the usual search
engine, but at the same time a flexible, robust, and not fussy, just like Google. Question answering
aims to develop techniques that can go beyond the retrieval of relevant documents in order to return
exact answers to natural language questions.
In a traditional document retrieval system, the task of extracting the answer from the retrieved
documents falls straightforwardly upon the user, and it becomes a significant analysis burden on the
user. QA technology aims to reduce this burden by following document retrieval with a series of
advanced processing steps to locate and return the correct answer [14].
These days, QA technology has extensively been researched in different languages. Automatic
question answering has become an interesting research area and resulted in a substantial improvement
in its performance [2]. The aim of QA is to retrieve exact information from a large collection of

documents, such as the Web. The main initiative behind QA system development is that users in
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Chapter One: Introduction

general prefer to have a single (or couple of) answer(s) for their questions rather than having a number
of documents to be read like the case of search engine’s return [3]. Having a number of documents
such as the World Wide Web or a local collection, a QA system should be able to retrieve answers to
questions introduced in natural language. “QA is regarded as requiring more complex natural
language processing (NLP) techniques than other types of information retrieval such as document
retrieval, and it is sometimes regarded as the next step beyond search engines™ [4, 17].

In the case of search engines, the search statement will be broken down into keywords so that the
engine returns links to all of the texts. For example, for the search “who was the first Chinese in
space?”’, the search engine returns links containing texts such as Chinese, space and first and it will
take a considerable amount of time for the user to get the appropriate answer. Whereas, in the case of
QA information retrieval, the system returns sentences or phrases instead of documents. For the above
question, a QA system will return the assured answer as Yang Lewie is the first Chinese in space or
simply Yang Lewie [6].

For a question given in a natural language, the question type and the anticipated answer type should
be firstly analyzed (question analysis). There are different question types such as acronym,
counterpart, definition, famous, stand for, synonym, why, name-a, name-of, where, when, who,
what/which, how, yes/no and true/false [7, 14]. Where, who, when, which, yes/no, true/false, name-
of, etc. are kinds of factoid questions. As an example, “what is a university?” is a definition question
where as “where is Mt. Ras Dashen located?” is a where question which seeks location [8]. Some
questions are 1) closed-domain (where the questions raised are in a specific domain such as in
medicine) and 2) open-domain which are questions almost about everything [4].

In general, factoid questions need very brief and short lined answers. Users expect very concise
answers for factoid questions. A question “Who was the first person to climb Everest? Or Where is
Taj Mahal located?”” are factoid questions which need a brief answer “Edmund Hillary and his Sherpa
guide Tenzing Norgay were the first humans to reach Earth's highest point: the summit of Mount
Everest in the Himalayas. They reached the top at 11:30 am on 29 May 1953” and “Taj Mahal is
located in Agra, India” respectively [9].

For all the above types of questions, QA systems have already been developed in different languages
such as Chinese [10, 11, 12], English [9, 13] and so on.

Most QA systems comprise of question processing, document retrieval, and answer extraction

components. The question processing module is responsible in determining the question types, the
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Chapter One: Introduction

expected answer types, question focus, and determines the proper query to be submitted to the
document retrieval component. Determining the question type, i.e., about what the question is, can be
done with the help of question particles such as who and where as well as by understanding the
semantics of the question. The semantic of the question will be known with the help of the question
focus, a word or group of words specifically related with some question types. The expected answer
type is directly related to the question type and the question focuses. The ultimate goal of determining
expected answer type is to easily extract the correct answer by the answer extraction module. The
question processing module also generates a proper query that will help in matching relevant
documents that might bear the correct answer.

The document retrieval component is responsible in retrieving relevant documents from a collection.
It is comparable to IR systems where IR systems such as search engines deliver relevant documents to
the user based on the query submitted. It is clear that the document retrieval component is very
essential as an irrelevant document results in a wrong or NO answer. The document retrieval
component might incorporate paragraph/sentence retrieval depending on the needs and techniques
used in the QA systems.

The answer extraction module, which is the very core component of QA systems, involves different
techniques in extracting the correct answer. This module will apply different algorithms and
techniques to correctly determine the exact answer. It exerts maximum effort in selecting the best
answer and incorporates a number of techniques.

The performance of question answering system will be evaluated from different angles. The main
evaluation criterion is correctness of the returned answer. The correctness of the returned answer has
different variations based on different systems. Some QA systems need the answer to be exact such as
person name and place name whereas others consider sentence or paragraphs bearing the correct
answer is acceptable as an answer. Some QA systems also accept ranked answers so that the system
will be evaluated based on the availability of the correct answer among the top n answers while others
strictly require only the top answer as acceptable. The second evaluation criterion is the efficiency of
the system towards processing time and memory space. Most of the time, QA systems will take
considerable amount of processing time and negatively affect the response time.
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Chapter One: Introduction

STATEMENT OF THE PROBLEM

Ambharic is written with a version of the Ge'ez script known as &4 (Fidel) [18]. The Amharic
language has its distinct way of grammatical construction, character (fidel) representation and
statement formation [19, 22, 24].

The question construction and answering techniques in Amharic are different from English and other
languages. In English, questions will be developed, for example, using “wh” words such as “who is the
prime minister of Ethiopia?” and so on. But this same question will have different structure in Amharic
such as a difference in character and word formation as well as grammatical arrangement and type of
question particles used. For example, the above question will be translated as (PA.T¢-4f mPAL
0 C 217 £0AN?). This question needs a special consideration to exactly return the correct
answer, which is very different from English and other languages question answering techniques. To
the best of our knowledge, there is no QA system developed for Amharic so far. Hence, the problem

that this research work tries to address is how to develop an Amharic Question Answering system
1.2 MOTIVATION

The Text REtrieval Conference (TREC), co-sponsored by the National Institute of Standards and
Technology (NIST) and the US Department of Defense, was started in 1992 as part of the TIPSTER (a
program of research and development in the areas of information retrieval, extraction, and
summarization, funded by DARPA and various other Government agencies) Text program. Its
purpose was to support research within the information retrieval community by providing the
infrastructure necessary for large-scale evaluation of text retrieval methodologies, which have QA
track amongst the tracks [5].

Question answering is being extensively researched in English and other languages and has shown
excellent improvement since the TREC QA track has been launched. The QA systems for English
can’t help in answering Amharic questions, as it needs different language dependent processing. Just
for a try, we have posed the question” Pa-¢&¢ mPag “L10-C “77 102" for the very known web
based QA system known as START. It can’t understand the question at all, not even to try to answer

the question. Figure 1.1 shows the result.
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Chapter One: Introduction

START's reply

———= P TS P mPAL “ILOTC 77T o

[ did not understand the words "P A, FEF " "mPAL", "“ILNTC". "977", and "1@". Please try using different words.

® Go back to the START dialog window.

Figure 1.1: An attempt to answer Amharic questions on the START QA system.
Moreover, an Amharic Search engine has been already developed [15] that will help in searching
relevant documents of users’ request. Unlike a search engine’s return, some users are more interested
in getting correct answers for their questions. History students or story seekers, Tourists, Online
customers, Organization Information Desk users, Service Provider’s users such as hospitals prefer an
exact answer to their query rather than paged details of a document as of search engines. This specific
problem motivated us to study and investigate the possibilities of QA System development for

Ambharic language.

1.3 OBJECTIVES
GENERAL OBJECTIVE

The general objective of this research work is to develop a prototype for Automatic Amharic Question
Answering System for factoid question.
SPECIFIC OBJECTIVES
The specific objectives of this research are:
a. Studying the general grammatical structure of Amharic statements related to factoid question

types.

b. Identifying the relationship between Amharic factoid questions and statements.
c. Investigating the different types of question types, expected answer types, question particles
d. Analyzing question and answer patterns.

@

Developing a general architecture of Amharic factoid question Answering.
f. Developing an algorithm for Amharic Factoid Question Answering system.

g. Developing a prototype for the new system.
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h. Evaluating the new system.
1.4 SCOPE AND LIMITATIONS

Naturally, Question Answering is a very complex and rigorous task which needs understanding of
natural language processing techniques. A full-fledged QA system will require a number of natural
language processing tools such as Sentences parser, Chunker, Part of Speech (POS) tagger, Stemmer,
Named Entity Recognizer (NER) and so on. Even though some of the NLP tools have been developed
by some researchers, they are not publicly available for integrating with our system. Having these
limitations in mind, our scope will be:

a. Answering only “e77”, ¢, “ao’F” and "0 type of Amharic questions.

b. Closed-domain factoid questions types, specifically Amharic News collected from different

newspapers.

c. Developing Gazetteers (list of known Person name, Place name, ...)
Most of the Amharic NLP tools are done as an academic exercise by MSc. students and are not
publicly available. Due to the unavailability of some of these NLP tools, we are going to use manual

and simple techniques just as a means of demonstration.

1.5METHODOLOGY

The main methodologies, tools, data sources, and testing strategy we have used for this thesis work are
discussed in the following subsections.

LITERATURE REVIEW

For better understanding of QA systems, we have reviewed a number of related works done on QA for
different languages such as English, Arabic, Hindi, and Chinese. Open Source Question Answering
Systems, OpenEphyra and AnswerFinder [23], have been studied and a number of QA techniques
have been learned. As the research focuses on Amharic language, different language specific features
and properties have been studied in light of QA systems.

TooLs

In researching for Amharic Question Answering (AQA), Java programming language has been
employed as a major developmental tool for the prototype. A Lucene searching and indexing API, that

has been used in [15] has been modified for the document retrieval module of our system. For the NLP

TETEYEQ (-Fm®%): Amharic Question Answering for Factoid Questions Page - 6 -



Chapter One: Introduction

tools, especially for the Named Entity Recognizer (NER), as there is no such tool easily available to
integrate, manual NER (Gazetteers) for person name and place name is employed. For the numerical
and date type of questions, we have developed a full-fledged rules (patterns) using regular expressions.
DATA SOURCES

A large number of Amharic corpuses (approximately 15600 news articles) are collected from the Web
and Ethiopian newspapers. Besides, nearly 12000 questions have been collected from [53], the Web
and different documents for question classification and testing purpose.

QUESTIONNAIRES

In studying and analyzing Question and Answer patterns, besides studying Amharic grammar books,
questionnaires have been prepared that were distributed to different people to have better coverage of
question particles as well as question and answer patterns. In addition, the questionnaires also helped
us to test the performance of the system.

PROTOTYPING

We have built a prototype to test the algorithms and techniques developed.

TESTING

We have made objective testing for our system. Testing is done to check the performance of our
system using recall and precision. Both the named entity based (gazetteer based) and the pattern based

techniques have been tested.

1.6 APPLICATION OF RESULTS

As QA is an extension to search engines, the AQA system will be employed in retrieving short
answers in Amharic for factoid questions quickly, concisely and completely. Besides, it will have a
great contribution in Amharic E-learning by providing correct answers to students saving substantial
amount of time. Mobiles usually have small memory capacity and limited screen width to read full
documents looking for exact answers. For users who want to retrieve Amharic information using

mobiles, AQA can be the ultimate solution.

More specifically, the AQA system will be used to provide information about an organization
automatically (replacement of the traditional information desk). In a traditional information desk,
people usually contact the information desk personnel about details of the organization such as who
the manger of that organization is, where the office of a staff is located, who to talk to about a specific
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topic (such as payment, employment, and so on). It can also replace the traditional answering machine
(automatic telephone answering). With the absence of actual information personnel, AQA will replace
the human being and can give accurate and automatic answer to users, a good addition for dialogue
system.

1.7 THESIS ORGANIZATION

The rest of the thesis is organized as follows. Chapter 2 discusses the different issues in question
answering as a literature review. This Chapter lays the foundation in understanding what a question
answering comprises of, what techniques and algorithms will be incorporated, and the tools which are
the main backbone of QA systems. Chapter 3 is devoted to discuss related works done on QA systems

in different languages. Chapter 4 discusses issues and consequences related to Amharic towards QA.

Many language specific issues such as the writing system have been extensively presented. The
architectural and design issues of our system are discussed in Chapter 5. The main components of our
system, the functional operation module and the specific sub-component of each module are briefly
discussed in this Chapter. Chapter 6 is devoted to discussing the main implementation issues of our
new QA system. The algorithms, techniques and methods used in how the system has been
successfully developed are discussed in this Chapter. Chapter 7 is devoted to the evaluation of the
system and the results as well as the limitations of the system. Chapter 8 concludes the thesis by
outlining the benefits obtained from the research work. It also shows some research directions that can

be accomplished in QA for Amharic.
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CHAPTER TWO

LITERATURE REVIEW

In this Chapter we will concentrate on addressing Question Answering system development strategies.
The first section presents the differences and similarities between Information Retrieval (IR) and
Information Extraction (IE). The next section will cover details on general QA architectures. The
remaining sections will discuss details on QA components, particularly on techniques and approaches
in Question Analysis, Document Retrieval, and Answer Extraction components of a QA system.
Finally we will discuss the Lucene API including the basic classes used for indexing and searching as
well as construction of queries together with the common IR models used by the search engine
community.

2.1 INFORMATION RETRIEVAL (IR) AND INFORMATION EXTRACTION (IE)

Information retrieval has been researched extensively mainly to help users in getting relevant
documents from large collection of free-text documents. The way IR tackles the problem of document
retrieval is based on the closeness of the document and the query submitted to the IR system. IR will
not try to present answers to users explicitly. This was the critics of IR so that the need of IE came
about. The IE technique involves NLP tools for precisely indicating a correct text. There should be
deep analysis of queries (i.e., user questions) to understand the user’s intention as well as deep analysis
of the document to extract correct answers (sentences or passages). In the case of IR, a simple
technique is sufficient to extract content-rich words from the query and applying stemming to make
more uniformity of document retrieval that will be applied during indexing too [14].

In information retrieval, queries tend to be more general and lengthy while in IE the queries should be
specific and shorter in number of query words. The traditional IR focuses on retrieving related
documents and highlighting the excerpts of related documents for the user. Part of the document which
contains the query term will be highlighted for the user to give more attention near those highlights. In
contrast, the task of question answering, based on IE techniques, is to identify the exact answer or
answer bearing passage/sentence for the submitted query (question) [14, 38]. In the case of information
retrieval, the system will retrieve related documents and still the user will be involved in analyzing the
documents. Whereas, in information extraction, the system will analyze the query and extract the fact
so that it will be submitted to the user for readymade usage [14, 40]. GATE (General Architecture for
Text Engineering) defines Information Extraction as follows [55]:
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“Information Extraction is not Information Retrieval: Information Extraction differs from
traditional techniques in that it does not recover from a collection a subset of documents which
are hopefully relevant to a query, based on key-word searching (perhaps augmented by a
thesaurus). Instead, the goal is to extract from the documents (which may be in a variety of
languages) salient facts about prespecified types of events, entities or relationships. These facts
are then usually entered automatically into a database, which may then be used to analyse the
data for trends, to give a natural language summary, or simply to serve for on-line access.”
Information extraction is all about extracting structural factual data mostly from unstructured text (web
pages, text documents, office documents, presentations, and so on). IE usually uses data mining tools,
NLP tools, lexical resources and semantic constraints for better efficiency. On the other hand, IR is
used to retrieve unstructured data that the user latter performs some kind of computation to get the
structural text. Manning, et al, defines IR as follows [39]:
Information retrieval (IR) is finding material (usually documents) of an unstructured nature
(usually text) that satisfies an information need from within large collections (usually stored on
computers).
Despite these significant differences, IE is not by any means independent and not incomparable to IR.
Most IE systems such as the case of QA and Text Summarization involve IR at the front-end and apply
its own techniques to extract the required information. The IR component of IE systems will retrieve
the relevant documents, actually by receiving IE specific queries, and hand over the resultant
document to the IE components for further processing and text or information extraction [14, 23].

2.2 ARCHITECTURE OF QUESTION ANSWERING

A typical pipeline question answering architecture has four components; question analysis, document
retrieval, passage (sentence) retrieval and answer extraction [26, 47]. Figure 2.1 shows the pipeline
architecture of QA systems [26]. In this architecture, the Question Analyzer is responsible to analyze
the question that is determining the proper expected answer type and formulating proper queries for
the Document Retriever. The Document Retriever will retrieve the top n related documents that will be
subjected to the Passage Retriever latter. The Passage Retriever will extract passages that pinpoint
possible answer strings. The final component, Answer Extractor, will extract the correct answer from

the ranked extracted passages.
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A{ Question Analyzer ]

Question
Query *{ Document Retriever ]
Documents / J Passage Retriever ]
e L
P
Passages / *{ Answer Extractor ]
.
Answers

Figure 2.1: A typical pipeline question answering architecture
2.3 QUESTION ANALYSIS

Almost any question answering system will contain a question analysis component. Question Analysis
is the most important component of question answering. In the question analysis stage, the type of
question will be analyzed. The question type further illustrates what will be the expected answer type.
It is the question analysis stage that is also responsible for constructing proper query for the IR
component of the QA system. Correctly identifying the expected answer type will help the later stage
of answer extraction to correctly identify answers [14, 23]. Therefore, wrong question analysis means
that the IR component will retrieve wrong documents as well as the answer extraction component will
extract wrong answer or no answer.

Question types can be broadly categorized as LOCATION, PERSON/ENTITY, DEFINITION,
NUMERIC, EXPLANATION/LIST, TRUE/FALSE, TIME/EVENT, CHOOSE, and so on.
LOCATION, PERSON and NUMERIC question types are the focus of this study. Based on the
question type, an expected answer type will be identified. Therefore, the question analysis component
of a QA system will play a great role in determining question types and identifying answer types.

In this subsection, we will first briefly explain the details of question types as well as the expected

answer types. Secondly, we will explain the techniques and methods used in identifying answer types
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knowing the question type. Finally, we will discuss the query formulation process, which is the last

stage of question analysis.

2.3.1 QUESTION TYPOLOGY

There are many ways to ask a question and many ways to answer the same question. Since users may
use different versions of a question, and a document may also be represented in different versions, a
system should have a capability of combining the different question versions to match with expected
answer types [23, 27, 47]. The question type corresponds to the question syntactic form. The detection
of a question type gives us a clue to determine the different possible expressions of the answer and will
also serve to extract the other question features such as the question focuses. Some researchers [14]
use simply the Wh-words such as where, when, which, who, and so on to determine the question type.

Table 2.1 shows the question types, the measure that is used, and the unit of the measure for numerical

questions.
Table 2.1: Measures, Question, Types, and Units

Measures Question Type Units

Length How long, short, tall, ft, feet, in, inches, yard, mile; mm,
height, low, wide, width; millimeter, cm, meter, km, kilometer,
what distance light-years.

Time How long, old, young; what time, | sec, second, min, minutes, hrs, hours,
what duration. day, week, month, year, century

Speed how fast, slow, what xly (where x is from Length, y from
speed/velocity Time)

Area how many ‘units’, what area square X, sq X, where x is from

Length; acre, hectare

Volume how many ‘units’, what volume cubic x, where x is from Length

Weight how heavy, many units, what oz, ounce, Ib. pound, gm., gram, kg.,
weight kilogram

Currency how much, what cost, price; what | dollars, cents, pound, yen, yuan, franc,
prize, salary. lira, mark, shilling, euro, Birr, etc.

2.3.2 ANSWER TYPES

Answer types are used by the QA system as a matching criterion during query submission to the IR

system so those candidate answers will be returned for further processing (Answer Extraction) [29].
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Answer types are directly related with question types. In addition to the question word, the answer type
is also sometimes related with the focus of a noun in the question query [28]. For example for the
question “CaT¢-X e PG hho7 297 LNAAN?” (What is the capital city of Ethiopia), the word h-27
(city) will further indicate that the expected answer type is city name. Questions that will have a
question word “f- 75 and - (where, which)” will have location name as an answer type. A
single answer type may match different forms of question construction. For example, the questions
[faoCavl @ hNF9° CMAC +HFH 297 12 (Who is the first rich person on space?),
AaoCavl, @ LH MA.C AL C1FH®- AAY AN 09° 297 SOAA? (What is the name of the rich person
to be on space for the first time), A NF9°T AgvLanl @ L0 MECT PINTD- 777 LOAA? (Among
the riches, who happened to visit space for the first time?)] all will have same person name as their
answer type. Therefore, an answer type is a relation where all forms of variant questions are mapped to
a proper answer type and variants of answer phrasings will be matched to a correct question form [29].
For this purpose, different researchers [14, 23] developed two level categories of answer types as top
level (coarse) and fine grained classes for each coarse category. Table 2.2 shows coarse and fine

grained answer type categories that will help in classifying questions.
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Table 2.2: The answer type hierarchy used for question classification

v Amount v Person
< Money & Male
& Percent o Female
& Measurement v Location
v Time & City
+ How & Province
Often & Country
+ Age > National Park
v Distance w Lake
v Speed & River
v' Temperature & Cemetery
v' Area & Continent
v Mass & US State
v Computer v Language
v Other v Nationality
v_Currency Unit v National Anthem
v Reward v Religion
©_Award v Space Craft
5 Prize v Job Title
© Trophy v Quoted Text
" Datea Medal v Zodiac Sign
v Birthstone
© Month v Address
v Proper Name v Colour
v State Motto v Colour List
: 2:‘;? Ellg€ver v Unknown Proper Name
v Chemical Element
v State Tree S Symbol
v State Nickname & Name
v_ Organization v Chemical Compound
v Planet & Symbol
v God & Name
& Egyptian
o Greek
& Roman

2.3.3 DETERMINING EXPECTED ANSWER TYPE

Knowing the expected answer type is a very important part of question analysis. Knowing the expected
answer types for unseen questions will greatly improve the performance of a QA system. Unable to

identify the correct answer type means that the QA system will return wrong answer or just no answer
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by a later component of a QA system. Hence, developing set of answer types will highly maximize the

performance of QA systems [14, 23, 47]. Naturally, a single question can be posed in different ways so

that the set of answer types would be wide enough to accompany these variations of questions.

For Amharic Language, we have identified hierarchical structure of answer types that will be presented

in Chapter 6.

In addition to the expected answer types, identifying a question focus is equally important in

identifying the correct answer. Therefore, identification of the focus of a question should be given

higher attention. Table 2.3 shows sample questions with question focus and expected answer types.
Table 2.3: Sample Amharic questions, Focus and Expected Answer Type (EAT)

Question Focus EAT

NASSh TAE WIC 977 1@-? (What is | AGéh, AIC A’1C (country)

the largest country in Africa?) (Africa: Country)

P87 MPAL “LLOTC 277 10-? (Who | mPAL  “LLOC | PAm- 19 (Person name)
is the prime minister of Sudan?) (prime minister)

AL e O C ok NC 1o-?(How | 0f.C (Sugar) P (price)

much does one kilo of sugar cost?)

PhL AN AL U NG oo 1@-?2(When is | A& AN hLU | ¢7 (Day)

the Eid Al Adha Holiday?) (Eid Al Adha)

MANUALLY CONSTRUCTED RULES FOR AUTOMATIC ANSWER TYPE CLASSIFICATION

We can manually construct rules to automatically classify question types. Unlike automatic
classification technique which is based on training question and answer sets, this approach will not
require more hand labeled training data. The rule will be developed with set of regular expressions that
will match same answer type for related questions [48]. This method requires vast number of question
set such as [20, 21] analysis to correctly match different related question texts. A single rule can
match different question formation as a rule depends on the bag of words and semantics entities of the
question [23]. For our research, we have identified rules specifically for person name, place name, and

numerical question types to be presented in Chapter 6.

AUTOMATIC QUESTION CLASSIFICATION

The aim of question classification is to determine the type of the answers the user is expecting to
receive from a given question. A number of researches have been done on automatically classifying
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questions. It is supposed that the automatic classification techniques have main drawbacks such as a
need of more training data.

The best method of automatic classification is to employ traditional IR systems for indexing a number
of questions and their type so that later it will be possible to determine the type of unseen question type

by searching the index [23].

2.3.4 QUERY FORMULATION

The question analysis component of a QA system is responsible in formulating queries that will be
submitted to the IR component of the QA system so as to improve the performance of the total system
[23].

Most QA systems will assume bag-of-words in the question as a valid query to the traditional IR
component which applies stemming and stopwords removals. But, most of the time, some of the words
in a question (question particles) are more important in determining the correct document that might
contain the answer. For example, in the question “A 1% ¢ @-0T a7 Coo vt LLNCAAPT
an-?” (how many governmental universities are available in Ethiopia?)” a bag-of-word approach will
have only three words (A& ¢ (Ethiopia), @070~ (Government) and 7.NCA-E: (University))
that might help in detecting the correct document where actually 4%~ 1@~ (how many) is a very
important word removed as stopwords [23, 44, 45, 46].

Query formulation can be done either by expanding the query based on the expected answer type or
based on expansion of words in the question. One way of query expansion based on the expected
answer type is to create a semantically based index of documents based on the expected answer type.
This means, a given document’s paragraph, or even sentence will be analyzed semantically so that it
will be labeled as location name, person name, numerical, etc. as its expected answer type. This
technique, while efficient, is difficult to produce since determining the semantic group of a document
such as PersonName, Location, Measurement, and so on is tedious as it needs extraordinary analysis.
The semantic web will potentially improve this task.

Alternatively, the IR query will be expanded to include some terms which will help in detecting related
documents. This approach is well suited for some type of questions such as those that require
measurement answers like distance, time, and age [23]. For example, for the question “Ch4é P Prem,

ao'f RPavl-N\? (When will African Football cup start?)”, we can add extra terms such as 1-30,
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2000-2002, aoNhl9°-A2171 (September-August) that can be inferred from the interrogative word
ao’F (when) so that the IR will include these terms for searching.

The first expected answer expansion technique is not applicable since determining the semantic group
of every page/paragraph during indexing is difficult. The second approach cannot be applied for open
domain question answering since most search engine IR components have maximum limits of query
construction, but it is possible to apply it on closed domain corpuses [23].

The alternative approach, query formulation based upon question words, is to expand the query based
on words in the question. It includes expanding queries based on word synonyms. In this approach an
English language QA query expansion could be possible to use WordNet' for a word possible
synonym expansion [23, 44, 45, 46]. For our research work, we will use manual synonym indexing as
an alternative approach since Amharic WordNet is not available. We have obtained list of word

synonyms from a website [52].

2.4 DOCUMENT RETRIEVAL

Current question answering systems rely on document retrieval as a means of providing documents
which are likely to contain an answer to a user’s question. A question answering system heavily
depends on the effectiveness of a retrieval system. If a retrieval system fails to find any relevant
document for a question, further processing steps to extract an answer will inevitably fail too [23, 25].
Question answering always contains an IR subsystem that will help in identifying documents or
passages which may contain an answer for the question [30]. The document retrieval component
presents ranked documents so that the answer extraction component will act up on it in a later stage.
Some QA systems use the IR subsystem to retrieve related documents where further processing
remains to be the task of subsequent components such as passage/sentence extraction system. Some

QA systems use the IR subsystem to directly perform the passage/sentence extraction itself.

DOCUMENT RETRIEVAL APPROACHES

There are a number of document retrieval techniques used for IR systems. For our system, we used an
open source Lucene IR API. Some of the techniques used in retrieving documents are detailed below.
Stemming: The stemming algorithm is a process for removing the common morphological and

inflexional endings from words in a given language. Its main use is as part of a term normalization

" A machine-readable lexical database organized by meanings; developed at Princeton University
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process that is usually done when setting up Information Retrieval systems. If stemming is applied to
words during indexing, document retrieval will apply the same stemming technique applied during
indexing to match related documents. While it is good to include the morphological variants of a term
searching, stemming will most of the time make more documents to be returned; possibly making
correct answers ranked down the list. A more elegant way of document retrieval could be indexing
documents without applying stemming and during retrieval morphological variants of the term will
be passed so that only the one with the correct match will be returned.

Paragraph retrieval: while document retrieval is sufficient, it will leave the burden of answer bearing
passage/sentence pinpointing for the subsequent components. An alternative to document retrieval
could be to retrieve passages in the document retrieval component so that the task of the remaining

component will be limited to correct answer extraction.

BENEFITS OF QUERY EXPANSION FOR DOCUMENT RETRIEVAL

In section 2.3.4, we have discussed different techniques that will be used in expanding a query. In
Chapter 6, we will explore the impacts, if any, of query expansion on document retrieval for AQA.
Queries can be expanded either using expected answer type or using question words. In the case of
query expanding using expected answer types, some answer pinpointing words will be included to
expand the query. For example, for the question “AVCAC ha%k.n AN0 9°7 CUN &CPAN?7 (How
far is Bahr Dar from Addis Ababa?)”, distance measurement words such as ?31C (meter), h.A°
a--C (kilo meter), etc., can be included with the other words. Besides, queries can be expanded
based on word synonym. Hence query expansion helps to match wider document coverage. The

evaluation of these techniques is discussed in Chapter 6.

2.5 ANSWER EXTRACTION

In the document retrieval stage, most answer promising documents will be retrieved, while in answer
extraction stage, the most possible answer will be extracted [31]. A trivial approach to extract answers
from documents is to randomly choose a single word or phrase as an answer. While it is very simple, it
is probable that the returned word or phrase would be wrong. A more logical way of extracting
answers would be to extract all answer texts and rank them according to their frequency of occurrence

in a relevant document. It is a complex way of presenting answers than randomly extracting answers.

TETEYEQ (-Fm®%): Amharic Question Answering for Factoid Questions Page - 18 -



Chapter Two: Literature Review

In a semantic type answer extraction technique, answer texts with similar expected answer type will be
extracted. Two answers can be considered equivalent if they are identical as stated below [23].
Two answers are considered equivalent if and only if all the non-stopwords in one answer are

present in the other or vice-versa.

IMPROVED ANSWER RANKING

In searching using the Lucene search API, similar answers having different ranks might be returned so
that they will be considered as different answers. Consider an answer excerpts “T®9°+ 13 2001
(October 13 2001) and 13/2/2001”. Both excerpts are identical answers but the baseline search will
consider them differently. For this research, we have used different techniques of detecting identical

answers in different modes. We will cover the details in Chapter 6.

DYNAMICALLY EXPANDING THE ANSWER TYPE HIERARCHY

The answer type hierarchy defined in the previous section helps in extracting correct answers. In
English, in addition to the answer type hierarchies, WordNet can be used to expand answer types that a
question seeks. For our research we have to use set of regular expressions that will match expected
answer type of a question to extract the correct answer. The answer extraction section of Chapter 6
explains how specifically we develop the regular expression to match expected answer type as an

answer from a given sentence/document.

PATTERN BASED ANSWER EXTRACTION
A different method of extracting correct answers is with the help of matching patterns. The patter for

the answer will be formulated after analyzing a number of questions with their answers. Person names,
place names, dates and times, and other types will have rules that will be defined to match a given
question and answers. While pattern based answer extraction has higher precision, it has suffered from
limitations like shortage of large pattern libraries to match wider question types and the technique
needs a high recall document retrieval technique to retrieve all possible documents containing possible
expected answers [58]. If the document retrieval component does not retrieve the possible answer
excerpts in a document, the pattern remains unable to answer the question [14, 23]. Constructing
question and answer pattern is time consuming and needs a lot of sample question-answer corpuses.
Heuristic pattern recognition will be employed in our work to identify possible answers to foreign

person names related questions.
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NAMED ENTITY RECOGNIZER BASED ANSWER EXTRACTION

Named Entity Recognizer (NER) is a technique that is used to label different entities such as Person
Name, Place, Number, dates and times, and so on in a document. NER has been used for information
extraction. Current text-based question answering systems usually contain a NER as a core component.
The rationale of incorporating a NER in a QA system is that many fact-based answers to questions are
entities that can be detected by a NER that will considerably reduce the task of finding an answer.
NER basically can be used in the final stage of answer extraction module to filter out sentences that
might not contain the expected answer types. Suppose the question type is place and an excerpt
contains no expected answer type (i.e., Place), then NER will remove that sentence considering it as
irrelevant and will not be considered for answer extraction [31, 45].

A QA system typically uses both taxonomy of expected answers and taxonomy of named entities
produced by its NER to identify which named entities are relevant to the question. Hence, the answer
extraction component will check if there is a match between these taxonomies to determine the correct

answer [45].

2.6 THE LUCENE API

Lucene is a high performance, scalable IR library. It helps to add indexing and searching capabilities to
applications. Lucene is a mature, free, open-source project implemented in Java; it is a member of the
popular Apache Jakarta family of projects, licensed under the liberal Apache Software License. It has
facilities for text indexing and searching that can be integrated in to applications.

We discuss the Lucene API because we will use it for the document retrieval stage of our QA system.
Below we will discuss some basic components of Lucene: Indexing, Query Parsing, and Searching
[43].

2.6.1 INDEXING

Indexing is the processing of the original data into a highly efficient cross-reference lookup (index) in
order to facilitate searching. The index stores statistics about terms in order to make term-based search
more efficient. Lucene's index falls into the family of indexes known as an inverted index. An index
contains a sequence of documents. A document is a sequence of fields where a field is a named
sequence of terms (strings).

Lucene has five basic classes for indexing: IndexWriter, Directory, Analyzer, Document, and Field

[43]. Below is a short description of each class.
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IndexWriter is the central component of the indexing process. This class creates a new index and
adds documents to an existing index. The IndexWriter class can be considered as an object that gives
us write access to the index but does not let us read or search it.

The Directory class represents the location of a Lucene index. It is an abstract class that allows its
subclasses to store the index as they see fit. IndexWriter then uses one of the concrete Directory
implementations, FSDirectory or RAMDirectory, and creates the index in a directory in the file
system.

Before text is indexed, it is passed through an Analyzer. The Analyzer, specified in the IndexWriter
constructor, is in charge of extracting tokens out of text to be indexed and eliminating the rest. If the
content to be indexed is not plain text, it should first be converted to it. Analyzer is an abstract class,
but Lucene comes with several implementations of it. Some of them deal with skipping stop words
(frequently used words that don’t help distinguish one document from the other, such as a, an, the, in,
and on); some deal with conversion of tokens to lowercase letters, so that searches are not case-
sensitive; and so on. Analyzer is an important part of Lucene and can be used for much more than
simple input filtering. We have modified and used the AmharicAnalyzer developed by Tessema [15].
A Document represents a collection of fields. We can think of it as a virtual document, a chunk of
data, such as a web page, an email message, or a text file, that we want to make retrievable at a later
time. Fields of a document represent the document or meta-data associated with that document. The
original source (such as a database record, a Word document, a chapter from a book, and so on) of
document data is irrelevant to Lucene. The meta-data such as author, title, subject, date modified, and
so on, are indexed and stored separately as fields of a document.

Each document in an index contains one or more named fields, embodied in a class called Field. Each
field corresponds to a piece of data that is either queried against or retrieved from the index during
search.

2.6.2 QUERY PARSING

Query parsing is the way in which queries will be parsed that will be appropriate for the searching
component of Lucene. Depending on the kind of query, the searching facility will retrieve documents
related to the query. We have different kinds of query construction techniques in Lucene such as:
TermQuery, RangeQuery, PrefixQuery, BooleanQuery, PhraseQuery, WildcardQuery, and

FuzzyQuery which are briefly described in the sequel.
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TERMQUERY

The most elementary way to search an index is for a specific term. A term is the smallest indexed
piece, consisting of a field name (such as title, modified date, subject, actual file content, and so on)
and a text-value pair. TermQuerys are specifically useful to retrieve documents by a keyword. It will
be very important in searching databases which are indexed with a unique key such as ISBN of a book
or ID number of a student so that an exact match will be retrieved.

RANGEQUERY

Terms are ordered lexicographically within the index, allowing for efficient searching of terms within
a range. Lucene’s RangeQuery facilitates searches from a starting term through an ending term. The
beginning and ending terms may either be included or excluded.

PREFIXQUERY

Searching with a PrefixQuery matches documents containing terms beginning with a specified string.
BOOLEANQUERY

The various query types discussed so far can be combined in complex ways using BooleanQuery.
BooleanQuery itself is a container of Boolean clauses. A clause is a subquery that can be optional,
required, or prohibited. These attributes allow for logical AND, OR, and NOT combinations. A
BooleanQuery can be a clause within another BooleanQuery, allowing for sophisticated groupings.
PHRASEQUERY

An index contains positional information of terms. PhraseQuery uses this information to locate
documents where terms are within a certain distance of one another. For example, suppose a field
contained the phrase “the quick brown fox jumped over the lazy dog”. Without knowing the exact
phrase, it is possible to find this document by searching for documents with fields having quick and
fox near each other. Actually a plain TermQuery can do the trick to locate this document knowing
either of those words; but in this case we only want documents that have phrases where the words are
either exactly side by side (quick fox) or have one or more word(s) in between (quick [some irrelevant
term(s)] fox). The maximum allowable positional distance between terms to be considered a match is
called slop. Distance is the number of positional moves of terms to reconstruct the phrase in order.
WildcardQuery

WildcardQuery is a somewhat specialized query that allows querying for words with unknown

characters. For example: \b*t" => matches both \bet" and \beat", despite the very large semantic gap.
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This query type is very expensive in terms of processing time, since a lot of terms in the vocabulary
would match a wildcard query, thus a large set of posting lists needs to be retrieved.

FuzzyQuery

FuzzyQuery is a query that provides a way to query for similar matches. The similarity can be based

on Levenshtein distance’. One example could be “beer” which is similar to “bear”, “beep”.
2.6.3 SEARCHING

Lucene’s searching capability is equally important to its counterpart of indexing. Whatever data
indexed in a Lucene index will be meaningless unless it is made convenient for searching. Like the
indexing API, the search API, has some core classes that make searching accomplishable. Some of the
important searching classes are IndexSearcher, TermQuery, Term, and Hits.

IndexSearcher is to searching what IndexWriter is to indexing, the central link to the index that
exposes several search methods. We can think of IndexSearcher as a class that opens an index in a
read-only mode. It offers a number of search methods, some of which are implemented in its abstract
parent class Searcher; the simplest takes a single Query object as a parameter and returns a Hits
object.

TermQuery is the most basic type of query supported by Lucene, and it is one of the primitive query
types. It is used for matching documents that contain fields with specific values.

A Term is the basic unit for searching. Similar to the Field object, it consists of a pair of string
elements, the name of the field and the value of that field.

The Hits class is a simple container of pointers to ranked search results; that is documents which
match a given query. For performance reasons, Hits instances do not load from the index all

documents that match a query, but only a small portion of them at a time.

2.7 IR MODELS

All IR-systems rely on a background model which supports the intention of the IR system and thus
provides structures and techniques to support it. A common characteristic for all of these models is that
index terms which are words of semantic value are identified from the document collection. Also of

importance is that the models consider various terms of different importance, and the interpretation of

f http://en.wikipedia.org/wiki/Levenshtein_distance
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words somewhat differ [57]. Next we will introduce two very much discussed models in the IR

community.

BOOLEAN MODEL

The Boolean model introduced in [57] is an information retrieval model which is based on Boolean
algebra. Its concept somewhat lies in the name of the model; it is based on the binary weights of
documents. The Boolean model retrieves documents based on a simple prediction to be relevant or
non-relevant. A basic search process in an IR-system built on the Boolean model yields a Boolean
expression where query terms must be present to represent a match. If none matches are found, then
nothing would be retrieved. If a strict match is found, then we have a hit and that particular document
would be retrieved. Some decades ago this model was highly popular in the search community, but the
drawback of the model was too substantial for it to survive in the field. The major drawback is its
foundation; the binary selection of documents based on strict queries. By strict it means queries where
all query terms must be present to represent a hit, no partial match. This basics of the model does not
yield a good retrieval performance, since documents which semantically would match based on the
context would be discarded based on the binary search decision. The binary model remains widely
used for databases and strict data retrieval applications. And, this has its root in another drawback; the
model is too data oriented, while the semantics are left out.

The Boolean model works very well for databases where relevance and ranking of hits is not a
necessity. One example could be searching in a repository for a document with a tagged code,
identifier or something like that. For example search for a document containing the unique identifier
code “ISBN 0-201-39829-X”. There has been some attempt to enhance the Boolean model, such as the
Extended Boolean Model described in [57]. This enhanced Boolean model implements one of the
Boolean model’s major drawbacks which is the functionality of partial matching and term weighting.
Despite this drawback elimination, the extended Boolean model has not achieved any widespread

usage.

VECTOR SPACE MODEL (VSM)

The vector space model is a model based on the realization that the Boolean model is not sufficient in
retrieval of documents based on a loose coupling between words and their semantics. The coupling is
somewhat non-existing. The VSM model was introduced in 1975 by Salton, and is thus not to be
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considered as a state-of-the-art model [57]. The vector space model introduces a new approach which
allows partial matching between documents, instead of the regular Boolean matching model which is

either a match or no match data retrieval.

The way this is accomplished is that the VSM sees a document as a vector which contains one entry
per unique term in the whole document collection (each dimension corresponds to a separate unique
term). A query is also to be looked at as a document, hence a vector. Now we have a document
collection which is a huge set of vectors representing one document each, and then we have a query
which is also to be looked at as a document. A highly common approach to calculate the relevance
between a query and a document is to calculate the angle between the two vectors using the dot-
product (cosine similarity") function.

Theoretically VSM has a drawback in that the index terms are assumed to be independent of each
other, which may imply lack of semantical encapsulation by the model. This drawback is the reason
for many of the scalability issues the inverted index suffers from. In VSM each index term is
independent, and thus is indexed as a single searchable unit, which means that we end up with huge
amount of data.

The other IR models, such as the probabilistic model and the Fuzzy set model covered in detail in [57]

are alternatives being used in many IR search engines.

" Cosine similarity is a measure of similarity between two vectors of n dimensions by finding the cosine of the angle
between them.
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CHAPTER THREE
RELATED WORK

In this Chapter we will present related works on QA done in other languages. To the best of our

knowledge, there is no research work done for Amharic on QA.
3.1 QUESTION ANSWERING FOR ENGLISH

The work in [23] investigates a number of novel techniques for open-domain question answering.
Investigated techniques include: manually and automatically constructed question analyzers, document
retrieval specifically for question answering, semantic type answer extraction, and answer extraction
via automatically acquired surface matching text patterns. Besides Factoid QA techniques, the paper

briefly investigated approaches in definitional questions.

The novel techniques in the paper are combined to create two end-to-end question answering systems
which allow answers to be found quickly. AnswerFinder* answers factoid questions such as “When
was Mozart born?”’, whilst Varro builds definitions for terms such as “what is aspirin?”’, “what does
Aaron Copland mean?”’, and “define golden parachute”. Both systems allow users to find answers to
their questions using web documents retrieved by Google. Together, these two systems demonstrate
that the techniques developed in the paper can be successfully used to provide quick and effective
open-domain question answering.

The work in [44] focuses on techniques used to extract answer strings from a given sentence or
paragraph. The main aim of the paper is, given a question Q and a sentence/paragraph SP that is likely
to contain the answer to Q, how an answer selection module selects the “exact” answer sub-string A c
SP. The work focuses only on correct answer extraction techniques; but it should be combined with an
end-to-end QA system that will accept a question, generate query for document retrieval and determine
the expected answer type. One of the techniques employed in extracting the correct answer is to
develop an answer pattern where each sentence will be matched to it. The answer string extraction
module first selects 100 relevant sentences from the retrieved documents which are ranked based on

the relevance of the sentence to the question.

* AnswerFinder is a project that is developed by the Centre for Language Technology at Macquarie University
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Generally, three techniques of answer extraction were considered: algorithmic which is based on
knowledgebase approach processing; pattern matching that are learned from different questions from
the web in an unsupervised manner; and statistical approach based on machine translation technique.
Here we will discuss the first two techniques since they are helpful for our work.

The knowledge base approach relies on several types of knowledge such as answer typing (Qtargets),
semantic relationship matching, paraphrasing, and so on. In the Qtargets technique, first the question is
parsed and the TextMap' tool determines its answer type (Qtargets) such as PERSON-NAME,
PLACE-NAME, and so on. For this purpose, typology has been developed for 185 answer types. For
example for the question “How tall is Mt. Everest?”, TextMap will determine the Qtarget as
DISTANCE-QUANTITY.

The semantic relationship technique is used to select candidate answers, for example in one sentence,
based on the semantic relationship of the answers with the remaining words. For instance, if a text
“Jack Ruby, who killed John F. Kennedy assassin Lee Harvey Oswald” has been retrieved for the
question “Who killed Lee Harvey Oswald?”, the system should answer Jack Ruby as a correct
answer even though John F. Kennedy seems to be the correct answer because of the logical relation
of the subject and the verb based on the question meaning.

Paraphrase technique focuses in reformulating the question to possible answer patterns reserving the
meaning of the original question because sometimes a sentence with good wording of the question
might not help in identifying the exact answer. For example, the question “Who is the leader of
France?” might have a 100% word overlap with the sentence” Henri Hadjenberg, who is the leader
of France’s Jewish community, endorsed confronting the specter of the Vichy past.” which leads
to wrong answer of Henri Hadjenberg while the sentence “Bush later met with French President
Jacques Chirac” with 0% word overlap and exact answer of Jacques Chirac. So the question can be
reformulated as “who is the leader of French, who is the president of France, who is the president
of French” and so on with synonym expansion.

The pattern based answer selection technique applies matching surface-oriented patterns to pinpoint
the answer string. One technique of pattern matching is to reformulate the question to a declarative
sentence form (for example who is the president of US? will be reformulated as the president of US

is <complement>, <complement> is the president of US, etc.) so that the sentence verbatim with its

"It is a search engine for entities: the important people, places, and things in the news. http://www.textmap.com/

TETEYEQ (-Im®%): Amharic Question Answering for Factoid Questions Page - 27 -



Chapter Three: Related Work

answer as a completion will be retrieved. The problem with this technique is that it might return some
wrong answers, such as “The president of US is perfectly legitimate because he has been elected by
the people”. A possible pattern can be hand crafted for every type of question but it can’t be guaranteed
that it will cover all types of questions properly. The reviewed work applies techniques that will help
in learning patterns automatically by submitting some type of Qtargets and answer pairs to the Internet
search engines such as Google and Yahoo so that a complete pattern of questions has been developed.
We have reviewed the work of Aunimo [56] that focuses on question typology and feature sets. The
paper discussed that the question typology is very important in mapping question types to answer
types. Accordingly, it has been proposed that three requirements have been set for good question
typology. Firstly, the types of the typology are the answer types (also called targets) for the questions.
So that the question “who is the inventor of television” has a question type of PERSON where the
answer type will be person too. Secondly, the typology should be such that the questions can be
automatically classified according to it. That means, there has to be a feature set based on which the
classification is possible. Further, the features must be such that they can be inferred programmatically
from the questions. Thirdly, the typology should be generalizable, which means that it should apply to
different domains and languages.

Hence, 18 question classes have been identified which are used for question classification with the
help of 700 question sets. The feature sets, that are terms that further help in classifying questions,
have been also identified. The research shows techniques that will help automatically extract features
from questions so that it can be matched with identified feature sets to successfully construct the

question typology.

3.2 QUESTION ANSWERING FOR ARABIC

QARAB is a QA system developed for the Arabic language [32]. QARAB takes natural language
questions expressed in the Arabic language and attempts to provide short answers. In the paper, it has
been indicated that QA in Arabic language is difficult since there is slow progress on Arabic natural
language processing. Some of the problems identified are:

e Arabic is highly inflectional and derivational, which makes morphological analysis a very

complex task.
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e The absence of diacritics (which represent most vowels) in the written text creates ambiguity
and therefore, complex morphological rules are required to identify the tokens and parse the
text.

e The writing direction is from right-to-left and some of the characters change their shapes based
on their location in the word.

e Capitalization is not used in Arabic, which makes it hard to identify proper names, acronyms,
and abbreviations.

Given a set of questions posed in Arabic, QARAB assumes the following to extract the correct answer.

e The answer exists in a collection of Arabic newspaper text extracted from the Al-Raya
newspaper published in Qatar.

e The answer does not span through documents (i.e., all supporting information for the answer
lies in one document).

e The answer is a short passage.

The QARAB system has three main components: processing the input question, retrieving the
candidate documents (paragraphs) containing answers from the IR system, processing each one of the
candidate documents (paragraphs) in the same way as the question is processed and returning
sentences that may contain the answer.

The system first collects news documents (the IR system). The collected documents will be indexed
and constructed as relational database which stores different relations such as ROOT_TABLE
(Root_ID, Root) — to store the available distinct roots of the terms extracted from the Al-Raya
document collection (one row per root). Secondly the NLP system will be used to determine the part of
speech of words (verbs, nouns,...), feature of each word (gender, number,...), and mark proper nouns
in the text (personal name, location name, time, ...).

In QARAB, documents will be first analyzed, tokenized and stored in RDBMS tables. At the next
level of question processing, as there were no solid NLP researches done on Arabic, shallow language
understanding technique has been used. For possible answer extraction, bag of words will be submitted
and only matched documents will be returned. As QARAB is intended to answer proper name, they
have used interrogative particles to determine the expected answer types. After the bag of words are

submitted and the type of expected answer is determined, correct answer (such as person name,
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location name, ...) will be searched from the top ranked documents with the help of type finder, and

proper name finder (external systems developed to find person name, location name, ...).

3.3 QUESTION ANSWERING FOR CHINESE

Marsha Chinese question answering system [38] focuses on evaluating techniques employed for
Chinese language. Marsha consists of three components, query processing, Information retrieval
(Hanguery search engine), and the answer extraction module just like many other QA systems. The
query processing component will analyze the Chinese questions submitted and formulate a formal
query that will be submitted to the IR component. The search engine component will retrieve related
candidate documents from the database. The answer extraction module will extract correct answers or

candidate answers that will be submitted to the user.

The query processing module carries out the following steps.

1. A question will first be matched to a template so that its type will be determined. Nine question
types and 170 templates are prepared to match unseen questions. If a question matches more
than one template, such as how many and how many dollars, it will be matched with the
longest template. Table 3.1 shows some of the question types and templates that have been
used for this purpose.

Table 3.1: Question types and corresponding templates

Question Type Templates (Translated from Chinese)
PERSON which person

LOCATION which city

ORGANIZATION | what organization

DATE what date

MONEY how many dollars

PERCENTAGE what is the percentage

NUMBER how many

TIME what time

OTHER what is the meaning of
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2. Question particles such as who, how many, and so on will be removed from the query since
they will not help in detecting relevant documents.

Named entities will be identified and passed as a word after segmentation.

The query is segmented to proper Chinese words.

Stopwords will be removed from the query.

o o > w

Finally the query will be formulated for the IR component based on the above steps and
submitted to the Hanquery search engine.

The Hanquery search engine [41] retrieves documents related to the question using the query generated
by the query processing module and submits the result to the answer extraction module. Finally the
answer extraction module extracts the exact answer using techniques such as calculating similarity
between query and document, named entity recognition, create pool of candidate answers, and
selecting the best answer to return to the user.

The other research work we have reviewed in the Chinese language is the work in [42]. The
Documents and Linguistic Technology (DLT) system has components query type identification, query
analysis, retrieval query formulation, document retrieval, text file parsing, named entity recognition
and answer entity selection. The DLT system has identified 13 categories of query types: who,
what_country, what_city, and soon. The research shows that among these categories, who,
what_city and what_country match most queries, which is 59.5% (119 query matches out of 200
queries). The query analysis stage of the QA is used to analyze the query and extract from it likely
phrases and keywords which will help in retrieving related documents. The query analysis incorporates
tokenization (segmentation) and POS tools to appropriately extract phrases which include numbers,
quotes, names, verbs, and so on.

In retrieval query formulation stage, phrases identified in the previous stage will be given a weight to
indicate how important they are in retrieving the document. After a proper weight is given to phrases,
they were then conjoined into a Boolean retrieval query with the phrase of lowest weight first. For
document retrieval, Lucene API has been used with a proper language specific tokenizer and stemmer.
Specifically a language specific tokenizer and stemmer from the Lucene sandbox (a Lucene repository
of third party contributions) has been incorporated. While indexing, they have used sentence-by-
sentence techniques considering each sentence as a sentence by looking at appropriate Chinese
sentence marker (double-byte punctuation character) which is unique in sentence marking. In order to

retrieve documents, the Boolean query composed in the previous stage was submitted to Lucene using
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the standard Lucene query language which supports the usual functions such as exact phrases and
Boolean operators.

Text file parsing simply extracts the text of a ‘document’ (i.e., sentence indexed by Lucene) from its
XML tags that match the query. The fundamental assumption of the research work is that having a
given query type there will be corresponding Named Entity Types. For example, if the query type is
who then the expected NE type will be proper_name. For the 13 identified query types in Chinese, 13
NE types: proper_name, country, and so on have been identified. During NE recognition, all
instances of NEs of the appropriate types are identified in each candidate document after first
segmenting it. The final stage of this QA system is the identification of a particular NE within a
document to return it as the answer to the question. This is done by scoring each NE instance using a
measure which incorporates the number of co-occurring key phrases, their assigned weights and their
distance from the NE.

The QA in [47] is a Chinese question answering system, named as Academia Sinica Question
Answering (ASQA), which outputs exact answers to six types of factoid question: personal names,
location names, organization names, artifacts, times, and numbers. ASQA comprises of four
components: Question Processing, Passage Retrieval, Answer Extraction, and Answer Ranking.

When ASQA receives a question, it is analyzed by the Question Processing module to obtain question
segments, question types, and question focuses. Since Chinese do not have word delimiter, a Chinese
segmentation tool CKIP AutoTag has been used to tokenize and part of speech tagging. Six coarse-
grained question types (PERSON, LOCATION, ORGANIZATION, ARTIFACT, TIME, and
NUMBER) and 62 fine-grained question types have been identified. The question processing module
will identify the question type and extracts the question focus (a word or a phrase in a question that
represents the answer, and is more informative than the question type). Documents will be
preprocessed for proper segmentation and part-of-speech with the CKIP AutoTag tool. Further
documents have been segmented into small passages using three punctuation marks “,!?” and indexed
by Lucene. The question word segments will create a Lucene query without query expansion to search
the index. The Lucene boosting (") and required (+) operators will be included with the query to give
higher significance to the question focuses and type of query terms. Queries are sent to the character-
based and word-based indices. The passages derived from the indices are merged after removing
duplicate passages. The merged passages are then sorted according to the scores given by Lucene, and

the top five are sent to the next module for answer extraction.
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A two step answer extraction process has been performed. First, Named Entity Recognition (NER)
system is used to retrieve passages and obtain answer candidates. Second, the extracted named entities
are filtered based on the expected answer types derived in the question processing phase. They have
used a Chinese NER engine, Mencius, to identify both coarse-grained and fine-grained NEs.

After NER processing, the extracted named entities are filtered according to their NE categories to
select answer candidates. To do this, a manually constructed mapping table containing information
about question types and their corresponding expected answer types has been used. NEs whose types
are not found among the expected answer types are removed. The remaining NEs are the answer
candidates. In addition to filtering with a mapping table, stop words are removed from a question and
the remainder is sent to Internet search engines to obtain highly coherent sentences. Answer candidates
not contained in the retrieved sentences are eliminated.

In the answer ranking phase, QFocus is used to sort the answer candidates derived from the Answer
Extraction module. An answer candidate is given a ranking score if it fits the answer focus or
limitations of the question. The candidate with the highest score is the one that fits the most clues of

the question, and is therefore regarded as the top answer to the question.

3.4 QUESTION ANSWERING FOR HINDI

The paper in [46] focuses on developing Hindi QA system which has different language constructs,
query structure, common words, and so on as compared to English. The main aim of the paper was to
help elementary and high school students in getting correct answer for their subject related questions
whereby facilitating e-learning in Hindi language.

For guery construction, the researchers use self constructed lexical database of synonyms since there
was no Hindi WordNet available. A case-based rule has been developed to classify questions. After the
user question is changed to a proper query (by applying stop-word deletion, domain knowledge entity
inclusion, and so on), the query will be submitted to the retrieval engine. Finally answer selection is
done by extensive analysis of passages and the correct answer will be presented to the user.

The automatic Entity Generator: This module tries to recognize the entities in a particular course
(domain specific entity) to which the user wants to pose questions. This configures the system
automatically to any type of course domain. The system administrator on the server providing distance

learning (or the user who wants to search answer from documents present in his local system) gives the
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directory of files as input. The module then searches through the Main heading and sub-headings of
the text files, recognizing them through their font size (larger than usual text size) and thus finds out
the domain-specific entities. Word filtering is done to remove any elementary words. If no elementary
words are found in the string then the whole string is also taken as an entity. The output is stored in the
Entity file for subsequent use. This file contains domain specific entities.

Question Classification: Question classification is done by matching the patterns of interrogative
words and questions are then put into the respective categories. The categories include questions seek
reasoning, questions that require numerical data, questions that require an event, questions that require
person, and so on.

Query Formulation: this module transforms the questions posed into proper query form that will be
submitted to the document retrieval engine. The system uses the entity file to recognize the domain
specific entities in the question. Individual keywords from the question will be compared with words
generated from the domain specific entity files, hence, keywords with a match to domain specific
entity keyword will be given maximum weight of 2, stop-words will be given 0 weight and normal
term that didn’t match the domain specific entity keyword will be given normal weight of 1.
Furthermore, the query will also be expanded with the self constructed lexical database for synonyms
to match maximum number of documents for a question. Here, domain specific entity terms will not be
expanded.

Answer Extraction: an IR engine (SEFT — Search for text IR) has been used to extract passages from
a collection of documents. The answers to a query are locations in the text where there is local
similarity to the query, where similarity is computed as the sum of weighted overlaps between terms. It
was assumed based on intuitive notion that the distance between terms is indicative of some semantics

of the sentence.
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CHAPTER FOUR

THE AMHARIC LANGUAGE

In this Chapter we will first present an overview of the Amharic Language in light of QA. We will
discuss the different structuring of Amharic Questions and Answers and outline challenges of QA in
Ambharic. We will also discuss the Amharic language number and ordinal representations which are the
core concepts used in extracting numerical and date related answer particles. Finally, there will be
discussion of Amharic punctuation marks that will help in separating sentences, so that

sentence/paragraph indexing will be much easier.

4.1 GENERAL OVERVIEW OF AMHARIC LANGUAGE

Amharic is a Semitic language spoken in many parts of Ethiopia. It is the official working language of
the Federal Democratic Republic of Ethiopia and thus has official status nationwide. It is also the
official or working language of several of the states/regions within the federal system, including
Amhara and the multi-ethnic Southern Nations, Nationalities and Peoples region. Outside Ethiopia,
Ambharic is the language of millions of emigrants (notably in Egypt, US, Israel, and Sweden), and is
spoken in Eritrea [33]. It is written using a writing system called fidel or abugida, adapted from the one
used for the now-extinct Ge'ez language.

Ethiopic characters (fidels) have more than 380 Unicode representations (U+1200-U+137F) [36]. The
Unicode representation of Ethiopic characters is attached in Appendix E.

411 GRAMMATICAL ARRANGEMENT
We will not make a detailed explanation of the Amharic language’s grammatical arrangements as it is

beyond the scope of this study. We will cover the top level grammatical and morphological structure
of the language in this section. The Amharic language has been declared to have word categories as
Og° (noun), 20 (verb), ¥oA (adjective), +@m-Aah 20 (Adverb), aoh- P L& (preposition),
and -+@Am Og° (pronoun) [22].

Noun: a word will be categorized as a noun, if it can be pluralized by adding the suffix A7/ and
used as nominating something like person, animal, and so on [24].
Verb: any word which can be placed at the end of a sentence and which can accept suffixes as

/v/,/vu/,[1/, etc. which is used to indicate masculine, feminine, and plurality is classified as a verb.
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Adjective: any word that qualifies a noun or an adverb, which actually comes before a noun (e.g.
MYH -+914) and after an adverb (MM9® “0H). Other specific property of adjectives is, when
pluralized, it will repeat the previous letter of the last letter for the word (e.g. &9°--> ZMW7C9°),
Adverb: it will be used to qualify a verb by adding extra idea on the sentence. The Amharic adverbs
are limited in number and include 47, 159, Hé, fo-, I9°3%, NS, A7L1S, EAT, and
29°% .
Preposition: preposition is a word which can be placed before a noun and perform adverbial
operations related to place, time, cause and so on; which can’t accept any suffix or prefix; and which is
never used to create a new word. Itincludes h: A ®L: QAT AZL...
Pronoun: this category further can be divided as deictic specifier, which includes &v, £, A, ANP,
A's, WP, WFT...; quantitative specifier, which includes A7, A787%&, A, T+, AM9°. . ;
and possession specifier such as $a's, art, Chn-...
In question answering, part of speech tagging will have immense advantages to extract the exact
answers. Factoid questions need answers that are most of the time nouns. Therefore, understanding the
structure of a sentence whereby a given noun can be easily indicated will facilitate extracting the
correct answer. The Amharic basic sentence is constructed from noun phrase and verb phrase (7€
VLD + 10 VL),

Sentence= noun_phrase + Verb_Phrase.
For example, the sentence: “U-A- TAAP ALT 1S Noon§ ®L “189° 4.5.::” has noun
phrase ““U-A- FANP NPT and verb phrase “ 1571 Nooh.s ®L 189" 15",
Here we will not delve into the details of sentence structure and sentence parsing as we will use simple

techniques of answer extraction approaches that is detailed in Chapter 6.

4.1.2 SENTENCES IN AMHARIC

In the previous section we have seen different categories and formation of words in Amharic. Here we
will see details of Amharic sentences and their types based on the work in [24].

A sentence, in every language, is a group(s) of word(s) that comply with the grammatical arrangement
of the language and capable of conveying meaningful message to the audience. A sentence in Amharic

can be a statement which is used to declare, explain, or discuss an issue; an interrogative sentence
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which can be used for questioning; exclamatory and imperative. We will discuss Amharic statements
and interrogative sentence construction and structures which are the concern of this thesis work.

The statement (AZ4--71C) will have the noun phrase and verb phrase combinations. The noun phrase
and the verb phrase further will be divided to different particles such as other sub noun phrase and verb
phrase, noun, adjectives, specifier and so on. Similarly the interrogative sentence will have the same
structure with little rearrangements and introduction of question particles. Questions will be raised for

different purposes such as to know something unknown, or to assure something that is known.

4.1.3 QUESTION PARTICLES (INTERROGATIVE PARTICLES)

In every language, questions are constructed with the help of question particles (also known as
interrogative words) and a question mark (?) which is placed at the end of the question. The question
mark, by itself kept at the end of the statement, indicates that the sentence is a question. In English, the
interrogative words (WH words) who, what, where, when, why, how ... are used to construct a
question [37]. In Amharic, there are a number of interrogative words that will help in constructing a
question. Using sample questions collected from Radio and Television puzzles, most of it from [53]
that happen to be prepared for Ethiopian Television Question and Answer Game as well as from
Linguistic resources [34], we have identified question particles shown in table 4.1.
Table 4.1: Amharic Question Words

99, A7, i@, K19, VOV, o1VE, 19977, A1, 977, WO,
N, TSk, NP, VT, 1977,

+GIC, PO, 00, ANé-¢-

e, Ok, 0¢F, 01, Ok, OFE, @t hetrEe-, 01, erEo, PSP, OHE,
he, e, oL ¢, PerE -, N9

9°7, 9°ILT, 09°F, 9OV, OTNT, IOGTUT, 9%, 9T, OAYCT, AILICT, AICT,
N9°7, AONY®7, N9°7, MLI°T, 9°7LH, 9°7PUA,

oo’ oo’ (oo F, hhthooF, Aao |

a7, Ak, b,

®LN, 9°LT, ®L, LU, AL, AL T
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4.1.4 QUESTION AND ANSWER FORMATION
In English, most of the time, the interrogative words occur at the beginning of a sentence. For

example, in the sentence “Who is the president of the USA?”, the interrogative word who clearly
indicates that it is a question sentence. The statement form of the question will be “X is the president
of USA”. In Amharic, however, the interrogative words are put at the end of the sentence more often
than as the beginning. If we consider the question “hA T4 5 hh-27% ¢Pa- 1N°7A.° POAY°
ANNOS mC 027074 O0ESP AIC 977 57177, the interrogative word, @77 is placed near the
end of the sentence. The statement form of the question could be “hAT¢& 5 hh-27% +Ta-
NN27A.f £AA9° ANDNNSE mC (1°70°7¢-T TSP A1C X §-F”. Same question in Amharic can
be constructed in different ways. For example, if we are given a statement “3P¢ao- A%24€ £°9¢5
NAAP® KAZSPTT L2400 AT T APLTPT ADT ARTCRLLE AE N1 AT NC NAg
e Lo 4L w9t AmF AAChET hadh T ALT0, w7 HI0=" we can ask same
question in different form as

a. “FPkor ABLIAR LIPS NAA® ALSPET LAl AT T APTPT ADY

ALFCRELE hTE 91 LVA NC P9.L00) ¢8LmT e w9t Am?”

b. “2¢tar ABLIAL L£9°9PG 0AA® ALSPTT PLAl40- T T APTPT ADY
ARACRERE ATE AT NC PA.L0a ¢88a7Ye w9t Am?”

Answers will be formed using some of the question terms and the expected answer or just the expected
answer only. If a question is the type of yes/no, the answer can also be just yes/no, with possible
explanations. If a question is the type of place name, the answer will be just the name of the place or a
statement with the place name. For example, the question “Ca & PG h1o7 277 LOAA?”
might have an answer “Ca-T¢&¢ PG n+27 hA8O AND LOAA” or just a short answer “A&.0
Linguists put the formation of Amharic questions and answers differently. Accordingly, questions can
be raised about some action or condition, about the performer of an action, about the agent to perform
the action or time and place, about the cause of the action or aim of the action, how the action is
performed or techniques used to perform the action, and so on. In fact all of these types of questions
occur in the phrase, so that the question focus is a phrase. Let us take an example “hd haSE 2C

N2 9°a4m-7 NA:”. Here we have two noun phrases (hd and 9°Am-7) and two prepositional
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phrases (haS-+k 2C and N-N0.£T). We have also the verb phrase that is constructed from the noun
phrases and the prepositional phrases which is haS+k 2C OHALT 9°am7 NA. So the question
will arise on these five phrases. On the noun phrase we can ask questions like “97% haG-k 2C
0O °a@7 1A?7 and “hA haS+E 2C 0HOAL T 9°7 N1A?”. So the question particles
(question pronoun) ?7%7 and 2°7 are placed on the place of the subject and object respectively.
Similarly, questions can be asked as ““ha he?% 2C 0-AL1 9°am-7 NA?” and ““hd haGE IC
oo 9°Am-7 NA?”. Here the questions are about the prepositional phrases. Finally, questions can be
raised about the verb phrase as “h&\ 9°7 hL4L17”.

In this study we will not apply deep linguistic analysis to analyze questions and extract answers
formations. The techniques that we applied in analyzing and extracting correct answers are discussed
in Chapter 6.

4.2 AMHARIC PUNCTUATION MARKS AND NUMERALS

The Amharic documents collected should be pre-processed before the succeeding AQA components
perform further operations. The punctuation marks are here discussed as it will help in pre-processing
documents. Sentence, paragraph, and document indexing all utilize different punctuation marks for
separating one from the other. For example, sentence indexing will be done with the help of the
Amharic full stop (::) for separating different sentences.

Similarly, numerals have greater impact on AQA systems. Since numbers are stored in different
formats, there should be some kind of standardization that will help higher document relevance during
searching. If Ethiopic and Arabic numbers can’t be normalized to same standard, a document that has
different number representation will remain irrelevant for document retrieval.

In Amharic, there are different punctuation marks used for different purposes [34, 35]. In the old
scripture, a colon (two dots :) has been used to separate two words. These days the two dots are
replaced with whitespace. An end of a statement is marked with four dots (A~ 7PN ::) while 7mA
ALH (3 or #)isused to separate lists or ideas just like the comma in English.

In Amharic, numbers can be represented using Arabic symbols. It has also its own number
representations, Ethiopic number representations. Similarly numbers can be represented in a word

alphanumerically. Table 4.2 shows the Arabic, Amharic and alphanumeric representation of numbers.
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Table 4.2: Number Representations in Amharic

Arabic | Ethiopic | Alphanumeric | Arabic Ethiopic Alphanumeric
1 b nre 20 A g

2 € v-at 30 i NAQ

3 i ot 40 a aCn

4 o hét 50 k] LHVALVIVPAd)
5 & hZeht 60 % NAA/ON LA
6 % et 70 e AN

7 Z ks 80 T N8

8 x PASE N 90 i HmG

9 b Hm™ 100 4 avo-f-

10 ) anc 1000 ee /v

In Amharic fractions and ordinals have their own way of representation [34]. Table 4.3 shows fraction
and ordinal representations in Amharic.

Table 4.3: Amharic fraction and Ordinal representation

Fraction Ambharic representation Ordinals representation
Ya 9977 1°t WILE [P BTN
1/3 Ao 2ond U0+ 8797
s $AVACH 3 w0H5/AAN
2/3 vat O/ oat oS 4" hé5eNo
A ont-hé s

1/10 ané-t . :

2X ATq gt HM7%/Mmys
2.X v-at TN X 10™ ANLE

Dates in Amharic can be written in different ways. It can be written just with Arabic numbers like
English dates such as 12/01/2001 or using Ethiopic numeral representation and alphanumeric

representations.

4.3 CHALLENGES IN AMHARIC QUESTIONS AND ANSWERS

Questions in English will be constructed with question particles and most of them are not ambiguous.
A question constructed with a question particle where definitely requires an answer of place types but
never a person or a number. For example, the question “where is Lucy found?” requires a place name

as an answer. Person name seeking questions will be constructed with the interrogative word who or
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whom. When it comes to Amharic, it has very intrinsic problems related to the language. Consider the
following questions [53]:

NPCN NAFCEXE COe- NTF £241 T CAYT AO-R heT 1@+ CHAND-?
Nhé-P P0G ao-H.29° 2997900 h-+97 297% G 12
Palexe PGS nH97 297 2OAA?

The question particle in the first question is ¢ which seems to expect place name as answer but
actually the answer is name of an organization (hA@-(J" VANLT). In the later two questions, the
question particle 2777 is used to request place name as an answer while it is customarily used to ask
person name. From this point of view, we can say that the question particles in Amharic are
multipurpose. The challenge here is that question particles, as of the English language question
particles, will not help in pinpointing the expected answer types. This leads us to further investigate
expected answer type identification techniques which will be explained in the subsequent Chapters.
Another very interesting challenge of QA in Amharic language is identifying names from verb
derivation. Nouns in Amharic can be primitive or in connection with verbs and nouns (derived from
verbs or from other nouns) [34]. Most Amharic names, especially person names are derived from verbs
or just verbs which can be used as names. Using gazetteers to indicate named entity will face a
problem of differentiating names from verbs. Names such as ail, hNL, A7, AfA, 1017 are also
verbs. In addition to verbs and person names, place names and person names such as oo-A- 189°,
Ahex e, ¢189° @CP... can also be interchanged that will make differentiating person name from
place name difficult. We will see details of the problems faced and the techniques used to alleviate the
problems in the implementation part of AQA (Chapter 6).

In English identifying proper name is not a problem as proper names are capitalized. There is no
capitalization in Amharic so that a proper name will be written similarly with other parts of speech.
Automatic named entity recognition in Amharic remains a very difficult task in the field of
information extraction.

Statements in Amharic have unique punctuation mark, which is Ad-F 1PN (::), to separate from
other statements. The problem occurs on the writing style of different bodies, where using two colons
(::) in place of :: will be very difficult to demarcate statements as these sybols have different Unicode
representation. The other problem is that, there is a practice not to use the punctuation marks. Hence,
there should be document normalization to bring the document to same standard.
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4.4 SUMMARY

Amharic has unique characteristics compared with English and other languages. As information
retrieval in general and question answering in particular has many language dependent techniques,

studying the general characteristics of Amharic is mandatory.

Ambharic has its own character (Fidel) representation. The grammatical arrangement of Amharic is also
very different. Amharic has basic word categories as ¢® (noun), 20 (verb), ¢6 (adjective),
+m-ah 20 (Adverb), aoh+PL L (preposition), and +@-Am ag° (pronoun).

The question particles in Amharic are placed near the end of the sentence most of the time. Most of the
question particles are multipurpose where a single question particle is used for different types of
question formations. There should be extra information to determine the question type besides the
question particles such as question focuses or complex grammatical structure analysis of the sentence.
Among the different types of punctuation marks in Amharic, Amharic full stop (::) is used to separate
different statements. The question mark, just like the case of many other languages, will be placed at
the end of interrogative sentences (questions). Numbers in Amharic will be represented in Arabic,
Ethiopic, and alphabetical forms.

There are different challenges in Amharic question answering. One of the main problems is that
question particles by themselves can’t help in determining the question type. Extra analysis is required
to determine the question type, so as to know the expected answer types. Secondly, some proper names
belong to more than one word categories, such as verb and noun so that determining whether that word
is the expected proper name or not is very difficult. This problem is aggravated as there is no proper
name capitalization in Amharic. Lastly, statement demarcation is a problem as there is no standardized

writing by different writers.

TETEYEQ (-Fm®%): Amharic Question Answering for Factoid Questions Page - 42 -



Chapter Five: Design of AQA(-+mf%)

CHAPTER FIVE
DESIGN OF AQA (+mf¥)

In this chapter we will discuss the architectural design of AQA, the main components and their
interactions. We will first discuss the main components of AQA alongside the subcomponents and

resources needed for each module/component. Finally we will show the entire architecture of AQA.

5.1 COMPONENTS OF AQA

Every question answering system will have basic components of Question Analysis, Document
retrieval and Answer Extraction [26, 47]. The question Analysis component will be responsible in
analyzing the question. It will perform tasks such as constructing proper query for the document
retrieval component, determining the expected answer type and question types with possible question
focuses, etc. The document retrieval component is responsible in retrieving the top N relevant
documents that will be presented to the Answer Extraction component. The final component, Answer
Extraction, is responsible in extracting the accurate answer to the user’s question.

Though these are the basic components that every question answering system comprises of, the
internal structures and algorithms of every QA system differs from system to system and from
language to language. The technique and detail components of one question answering system to the
other are quite different. It will be different based on the algorithmic technique applied, the NLP tools
employed which is specific to that language, etc.

Hence, we will briefly describe the main components of AQA explored in this thesis work in details.
In this study, we have identified five fundamental components: the document pre-processing, question
analysis, document retrieval, sentence/paragraph ranking, and answer selection. Figure 5.1 shows the

general architecture of AQA.

TETEYEQ (-Fm®%): Amharic Question Answering for Factoid Questions Page - 43 -



Chapter Five: Design of AQA(-+mf%)

Natural Language
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.| Question Document
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documents EAT EAT
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‘ Sentence/Paragraph Lucene Indices
Amharic News Ranking
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ranked sentence/paragraph—p| Answer Selection

Correct Answer |« |

Figure 5.1: Architecture of AQA

The document processing module is required for normalizing language specific issues while the
question processing component extracts the semantics and notions of the question so as to prepare
meaningful query to the document retrieval component. The document retrieval component, based on
the query generated by the question processing component, will retrieve documents that are relevant to
the user question. While the document retrieval component is responsible in retrieving relevant
documents, the sentence/paragraph ranking component will reconsider each document (such as
sentence or passage) based on the requirement of the question to re-rank for the answer selection
module to easily select the correct answer. We will address the details of each component in the
subsequent sections.
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5.2 DOCUMENT PRE-PROCESSING

The documents for this thesis work are Amharic news corpuses collected from different electronic
newspapers over the last twelve years. Besides, for testing purpose, documents are prepared by hand
that could be used to evaluate our system. The Amharic documents need different types of pre-
processing before they are made ready for the AQA system. The main pre-processing techniques we
have used are sentence/paragraph demarcation, Ethiopic number normalization,
normalization, sentence/passage based tokenization, stemming, stop-word removal, synonym, and

gazetteer preparations. We will discuss them in details below. Diagrammatically the document

processing components are shown in figure 5.2

Sentence /Paragraph
demarcating

sentence/pararaph
demarcated document

character Normalized document

Number Normalizer

Number Normalized
document

raw document

raw document Character Normalizer

—
Synonyms

StopWords
Remover

Synonym Database

proper names:

- Proper Names
Amharic News Corpuses
<
N

Document )
file:

documents all
stopwords removed

Indexer

sentence/paragraph/file

tokenized
document

Stemmer

document

L

stemmed
document

Sentence/Paragraph
Tokenizer

N~

Indices

Tokenized sentence/paragraph

Figure 5.2: The AQA Document Pre-Processing Sub-System
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Sentence/paragraph demarcation: Amharic statements are normally separated by special
punctuation mark :: (Ad-T 19N), the Amharic full stop. The electronic news corpus collected uses
different formats of Ambharic full stops. Some newspapers, such as Ethiopian Reporter, use two dots (:
U0 110 - the Amharic word space), while others use two colons (:) instead of Amharic full stop.
The most difficult part in sentence demarcation is when the corpus didn’t use any of the punctuation
marks. Here a special study has been made to demark a sentence in a given word boundary by
considering special words or characters in a sentence. As it will be explained in Chapter 6, most
sentences are demarked with the words ‘1@-, J~@-%4\, and characters XPA, XA\, etc where X is any
character. Since answer extraction depends on a sentence, we have to incorporate a module to the
AQA system that will normalize the document to one format, which is to sentences separated by
Ambharic full stop punctuation mark.

Paragraphs in Amharic normally start on a new line where the first line is indented with some spaces.
But, the practice most news agencies followed is similar to the English paragraphs where it is not
indented. In this thesis, paragraphs will be marked with some special symbol $ (a dollar sign to
demarcate a paragraph).

Character Normalization: The Amharic Language has special characteristics where different letters
with the same pronunciation and the same meaning can appear in a document. Tessema [15] has
developed an analyzer for normalizing documents to a specific form of a letter such as A and v to (
and U, "1, and ch to U and 4 and 0 to 0 as well as their orders (w, -, ¥, etc. to A, O, A, etc.)
accordingly. In addition to this normalization, we further investigated and found that some other orders
of the letters should also be normalized. For example U, "1, ch, 1, >, and - should be normalized to
vU. Similarly the characters °F, 'E; @\, b, €, &; A, A, 0, &; @, @.; %, "i; *F, 'E; B, 6h,, and so on
should be normalized to one form as they are being used interchangeably in documents.

Number Normalization: Numbers in Amharic documents can appear in different ways. As we have
discussed in Chapter 4, Amharic numbers in a document can appear as Arabic numerals, letter
numerals, or Ethiopic numerals (although rare in modern electronic documents). Numbers are
normalized to different formats (especially Arabic and letter variations) and a query will be expanded
that incorporates different representation of that number so that different representation of numbers in

a document will be matched.
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Stopwords Removal: Stopwords are removed from the document before the document is indexed so
that trivial terms will not be considered for document retrieval in the latter stage of document retrieval.
Stemming: Stemming reduces words to their root word so that different variations of the root word
will be matched to the root word during document retrieval. The stemmer developed in [15] is
modified since it applies the algorithm on each and every word of the document. Normally proper
names, dates, and numbers should not be subjected to stemming since they will not be reduced to root
words. In this thesis work, list of proper names (Person name, Place names, Numerals, and dates) are
prepared into a gazetteer. Our algorithm will not apply stemming to such words.

Sentence/passage based tokenization: once sentences and paragraphs are demarcated with the
Ambharic full stop and $ respectively, the next step is to chop up the document and the paragraph which
will be ready for indexing using the Lucene API. The Lucene API will store each sentence and
paragraph of a document as a separate Lucene document.

Synonym Indexing: Synonym indexing is very helpful especially in the absence of WordNet to a
language [46]. We have identified synonyms that should be incorporated to the Lucene index that will
help matching the larger variation of a query.

Paragraph/Sentence/Document Indexing: The last stage of document pre-processing is document
indexing. Once the document contents are normalized using the previous techniques, it is indexed
using the Lucene API. Sentence indexing is done on the document based on the sentence punctuation
mark, Amharic full stop. Paragraphs will be indexed separately using the special paragraph markers
($9$). Finally the whole document (a single text file) will be indexed in a different Lucene index. The
three indexes will be used for document retrieval and evaluated based on the correct answer returned

by the answer extractor component in a later stage.

5.3 QUESTION PROCESSING

Once documents are pre-processed and stored in a file system as a Lucene index, the next step is to
process the user question for that will help in generating a well structured query. The question analysis
module is the component that actually interprets the question the way it should be convenient for the
document retrieval and answer extraction components. The question posed by the user will be
processed before submitted to the IR component. Queries in a search engine and in QA are quite
different in that the query in question answering needs extra information to be included (expanded) or

removed. This component of AQA is considered substantially important; otherwise the remaining
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components will be ineffective in retrieving correct documents and extracting an exact answer. The
question analysis module produces a logical query representation, an indication of the question focus
(answer clue words), and expected answer types [7]. Therefore, the question processing component of
AQA has subcomponents such as question classification, expected answer type determination, and
query generation. The details of these sub-components are discussed below. Figure 5.3 shows the

subcomponents and their interaction.

Natural Language Key:
Questions Qtype->Question type
— Stop Word Removzﬂ Atype->Answer type

Question Type Classmcatlﬂ Character/Number
Normalization
A
Answer Type Identificatioi i
j Stemmer J

. Word
Query Generaﬂorj» Synonyms
Query ExpansiorJ
IR Query
" |

Figure 5.3: Question Analysis Subcomponent of AQA

Question Type Classification: The user query will be first processed to find out the type of the
question it belongs to. The question classification component is a very important component of
question analysis where the possibility of exact answers relies. If a question is classified wrongly in
this stage, the subsequent stages potentially fail in extracting the correct answer. The detailed strategies
and algorithms used in classifying the question types will be discussed in Chapter 6.

Answer Type ldentification: Determining the expected answer type that the question seeks is also
equally important as determining the question type. Actually, the answer types are directly related to
the question types. The answer type to the question will be determined in this subcomponent that will

be delivered to the sentence/paragraph ranking and answer extraction components of AQA. The

TETEYEQ (-Fm®%): Amharic Question Answering for Factoid Questions Page - 48 -



Chapter Five: Design of AQA(-+mf%)

answer type determination component considers hierarchical answer types that are explained in
Chapter 6.

Query Generation: The query generation component is responsible in generating a well formatted
query for the IR component of AQA. The query generation component is very specific compared with
the queries of search engines [7]. The query generation component will incorporate sub components
such as stopwords removal, stemming, character normalization, etc. which have been used during
document pre-processing so that the query and the document belongs to the same standard. The
stopwords removal component will remove stopwords including the question particles in the question.
The stemming component, which is actually the same component employed in document processing
component, will reduce the query terms into their root words. The stopwords removal, stemmer, and
character normalization components should be similar with the one used during document pre-
processing module otherwise relevant document retrieval will not be up to our expectation. The query
expansion subcomponent will include some extra terms (synonyms) which are used to boost document

retrieval related to the question based on the question type and the expected answer types.
5.4 DOCUMENT RETRIEVAL

The document retrieval component of AQA is similar to many QA document retrieval components.
The document retrieval component uses the Lucene APl with some modifications. In addition to the
core Lucene APl components, we have used some of the Lucene contrib’ packages such as
RegexQuery for regular expression based searching. The document retrieval component, accepting the
query from the question processing component, uses a combination of the Vector Space Model (VSM)
of Information Retrieval and the Boolean model to determine how relevant a given Document is to the
query [43]. The specific issues considered in this component are RegexQuery, SpanNearQuery, and
Document Boosting.

RegexQuery: We have incorporated RegexQuery to apply the regular expressions developed
specifically for date and numeral data retrieval. We have first identified patterns for date and numeric
answer particles and the pattern will be passed to the document retrieval component with the help of
RegexQuery. For example, if the question is of type birth date, then the RegexQuery will accept all the
query terms plus the pattern of birth dates to retrieve birth date related documents. Therefore,

" The Lucene sandbox contains contributions to the core API such as language specific analyzers, WordNets, etc.

TETEYEQ (-Fm®%): Amharic Question Answering for Factoid Questions Page - 49 -



Chapter Five: Design of AQA(-+mf%)

documents will be matched against the regular expression to retrieve relevant documents besides the
query terms. It will positively affect the relevance of a document with higher probability of answer
particle present in the documents.

SpanNearQuery: The SpanNearQuery matches spans (terms) which are near one another. The slope
(the distance between terms) will help to determine how far the two terms should be in order to be
considered relevant. The SpanNearQuery technique, together with the RegexQuery, helps specifically
how far the query terms and the expected answers should be to be considered relevant. In addition to
this, the SpanNearQuery specifies which terms are very important for document matching and
documents which have all those terms will be considered relevant.

Document Boosting: Some terms will be highly indicative of the required answer than others. Those
terms will be given higher boost value so that sentences containing those terms will be given higher
scores. Question focuses and named entities are chosen to accept greater document boosting value.

5.5 SENTENCE/ PARAGRAPH RANKING

The sentence/paragraph ranking component of AQA ranks sentences or paragraphs according to the
question types and expected answer types. In the case of sentences, the already ranked sentence
returned by the Lucene IR system will be re-ranked based on the expected answer types [49]. The
Lucene IR component returns documents with higher word overlaps or coverage based on the query
terms. It is highly probable that the sentence returned by Lucene as atop ranked results in “No
Answer”. This is because the Lucene API does not consider the answer types in its internal similarity
scoring except in the case of RegexQuery where rules to match expected answer type can be passed
together with the query terms. The sentence/paragraph ranking module has subcomponents like
checking possible answer particles in a sentence, calculating the likelihood of a sentence, and returning
the top n reranked sentences or paragraphs.

Checking possible answer particles: This subcomponent of the sentence/paragraph ranking module
looks for answer particles in a sentence based on the question types and expected answer types. Hence,
a sentence for a question of type place and possible answer type of city will be analyzed for possible
occurrence of cities in the sentence. A sentence with a good number of cities that have a match with
proper question focuses and question terms will be given due consideration to be ranked atop so that a
higher weight value to that sentence/paragraph will be assigned. Therefore, this subcomponent
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penalizes sentences returned by Lucene atop which have higher word coverage but no expected answer
type in them.

Re-Ranking Sentence/paragraph: this module will rank a sentence/paragraph according to its weight
value given in the previous subcomponent. Once a sentence has been given a numerical value as a
weight, the one which has higher value is considered most relevant and ranked atop. The ranked top n

sentences/paragraphs will be delivered to the answer selection component.

5.6 ANSWER SELECTION

The final component of AQA system is the answer selection module. The goal of answer selection is to
choose from a pool of answer candidates the most likely answer for a question. This module is
responsible in selecting the best answer from the sentences. The AQA system uses technigues such as
checking the expected answer type, analyzing the question focus (pattern) and re-ranking the sentence
based on the term frequency metric and query term — answer candidate distance measures. The

components of the answer selection module are depicted in figure 5.4.

Rules
/-> Select top n Answers \
Matching rules Candidate Answers
Ranked Candidate Answers
Sentence/Paragraph _
> Formulate Candidtae Answers

i Gop n Answe9

Person/Place names
-

Figure 5.4: Components of Answer Selection Module
Extracting the correct answer based on the expected answer types and the question focuses have been
used by many researchers [51]. The answer type of the question that has been the output of the
question analysis module together with the possible question focuses is used in selecting the candidate

answer. The techniques used in ranking the sentence/paragraph are also applied in the answer selection
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stage. The rules and the gazetteers are incorporated to extract answers. Date and number type
questions are matched with the rules developed and place name and person name type questions are
matched with the gazetteers [50]. Hence, this module has subcomponents like formulating candidate

answers and selecting the top n correct answers where n is 5.

5.7 SUMMARY

In this Chapter the architectural framework of AQA and the main subcomponents are discussed. The
architecture of our system comprises of five main components. The document pre-processing
component processes the document and makes it ready for retrieval. The question posed by the user
will be accepted by the question processing module so that the question type, question focus, and
expected answer type will be determined. The question processing module also generates the IR query
to be submitted to the document retrieval component. The document retrieval component retrieves
relevant documents and presents the result to the sentence/paragraph ranker module. Finally, the

answer selection module selects the best answer to the user.
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CHAPTER SIX

IMPLEMENTATION OF AQA: THE DETAILED DESIGN

In this Chapter, the detailed implementation of AQA will be presented. First we will cover the
document pre-processing techniques and algorithms used in AQA. Next, we will explain the detailed
strategies and algorithms implemented in analysing questions posed by the user so that the expected
answer type, question type, question focus and proper query will be determined. The third section
centers on the specific methods used in retrieving relevant documents from Amharic newspapers
corpus of size about 15600 news articles. The fourth and fifth sections, which are the core part of this
research work, detail the techniques, algorithms and strategies incorporated in re-ranking sentences or

paragraphs and selecting the best answer among the pool of candidate answers respectively.

6.1 DOCUMENT PRE-PROCESSING

Ambharic documents need further pre-processing to make them ready for the AQA system. The
documents which are collected from different newspapers need extra efforts for normalization before
the subsequent AQA subsystems act on them. We have incorporated this module for a number of
reasons. One of the main reasons we have to process the documents is that the Amharic document
behaves differently in pronunciation (reading) and writing that needs basic normalization. Unless
documents are normalized to one standard of writing and reading style, document retrieval will
severely be affected. The second main reason is, unless document normalization should be done, the
performance of the system will be highly penalized. Therefore we have further broken down this
section into three, that is, normalization to have same document format where documents exhibit
differences in reading and writing, to boost document retrieval performance by making some kind of
normalization, and indexing the document.

Section 6.1.1 discusses document normalization issues related to writing and reading. Section 6.1.2
addresses document normalization such as stemming, stop word removal, and so on. Section 6.1.3

discusses how the documents will be indexed and made available for retrieval.

6.1.1 DOCUMENT NORMALIZATION TOWARDS WRITING AND READING

In this Section we will present the techniques we have used to normalize documents that will create

differences in writing style as well as reading accents.
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Character Normalization: As discussed in Chapter 5, different characters (fidels) of Amharic are
used interchangeably in writing and reading. Some of the characters such as U, "1, ch, O, w0, 4, and 0
have been identified and normalized to one respective character class in [15]. In this thesis we have
identified additional characters that we have found being used interchangeably in documents. The
characters and their normalization is shown in table 6.1

Table 6.1: Character classes and their normalizations

Character classes Normalized to
F, °E

T, T

0, 0

¢, %

h h 0%
-, .

A, i

1, 0.

Hence, our algorithm normalizes the document by replacing every character classes, such as @-, @. to

S YR

their normalized form like @-.

6.1.2 DOCUMENT NORMALIZATION FOR BETTER PERFORMANCE
Document normalization for character standardization helps to make a standard document that can

match queries regardless of differences that occur during writing and reading. This will help in
matching documents otherwise left unmatched. The other very important document normalization
technique is to enhance performance of document retrieval and document matching. In this section we
will see different techniques that will help to increase performance of document retrieval.

Stopwords removal: Stopwords are words that are frequently used so that they don’t help
distinguishing one document from the other, such as a, the, an, is, etc. for English [43]. We have
modified the stopwords removal system developed in [15] to be used for the AQA system. All
question particles such as 277 (who), ?-~ (how many), - (where), and so on will not be considered
for indexing as they can’t be used to match a specific document for retrieval. Therefore, all question
particles that are identified are stopwords. Words like G Fa», 5771, Ga-F, G-F, 104, 1INLT, @LGHE,
LN, and A are considered as stopwords in the work in [15] but they are proved to be
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goodwords™ in our work as they facilitate document matching with expected answer type. In addition
to these words, proper names, dates, and numbers are also considered as goodwords as they result in
better document matching. Except the goodwords we have identified, all stopwords identified in [15]
and all question particles are considered as stopwords.

Stemming: Stemming is the process of removing the commoner morphological and inflexional
endings from words. Some researchers argue that for QA systems, morphological variants of words
should be included with the query (query expansion) instead of stemming for better relevant document
retrieval [23]. For our work we have applied stemming and didn’t consider morphological variation
searching except for number normalization expansion. Unlike character normalization, which is done
by the document pre-processing module to make documents bear similar standardization, number
normalization is performed at the question processing stage so that numbers show different number
representation in the query will be expanded. The detail of number normalization is explained in
Section 6.2.2. The stemming algorithm developed in [15] has been modified for our work. Instead of
applying the stemmer for every word in a document, we have applied stemming only for non named
entity terms. Proper nouns, dates, and numerals will be indexed as is, except with some prefixes and
suffixessuch as N, A, ¢, h, 9, 7, 9°, A'l, etc.

Sentence/paragraph punctuation mark normalization: As discussed in Chapter 5, the collected
Ambharic documents are prepared using different punctuation marks for sentence demarcation. One of
the normalization technique applied for sentence demarcation is to replace all groups of Amharic word
space punctuation mark (: U-A- 1) and group of colon (:) occurrences with Amharic full stop (::
hcé~T 110). The other technique we have used is to demarcate sentences with some special Amharic
sentence finishing word used to indicate end of a sentence. Words like 1@-, '10¢., S°F@-, PSA,
-, 704\, are used as sentence finishing words. Therefore, documents that didn’t use any
punctuation mark are demarcated with the help of this sentence finishing words.

For paragraph demarcation, we fragmented documents based on paragraph separation with new line. If
the documents are not separated with a normal paragraph separation, that is a new line followed by a
blank line, we have counted 5 sentences to be grouped to make up a paragraph. Paragraphs and
sentence demarcation will help to compare document retrieval for their best answer presence. The

algorithm used to demark sentences and paragraphs is shown in figure 6.1

“ Goodwords are words which have higher contribution in matching documents with the correct expected answer type [23].
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For each document in a corpus directory //sentence demarcation
Check presence of punctuation marks ::( two colons) or :: (Amharic full stop) or ** (two
Amharic word space)
If contains ::( Amharic full stop)
Do nothing
Else if :: or ¢2 are detected
Replace with :: //The Amharic full stop
Else if nothing occur for the first 20 words //assume the max no of word in a
sentence is 20
For each occurrence of 2a», ¢, ST, LP?5A......
Add :: after each word // end of sentence demarcation
End for
For each document in the corpus directory //paragraph demarcation
Check presence of blank line
If present
Add paragraph marker $
Else for each count of five sentences
Add paragraph marker $
End for

Figure 6.1: Sentence/paragraph demarcations Algorithm

6.1.3 DOCUMENT INDEXING

The last process in document pre-processing is to index the normalized and demarcated documents as
a Lucene index. The Lucene index will be stored with internal Lucene file format for later document
retrieval components to access it. During indexing some special procedures such as boosting some
documents based on the occurrence of some special terms (such as question focus and named entities),
applying stopwords removal, and stemming will take place. Proper names, dates and numbers will
make the document to have higher priority to be considered relevant so that boosting value will be

given to the document to make the document match the query with higher score. Stemming will be
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done on all parts of the terms except proper names, dates and numbers. All stopwords will be removed

while goodwords will be given a higher boosting factor for the document containing these terms.

Likewise, synonym of terms will be incorporated during indexing to achieve larger likelihood of query
matching during retrieval. Three separate indices will be created. The first will be indexing each file as
a separate Lucene index. The second and third indices are sentence and paragraph indices based on the
already identified punctuation marks used to demark sentences and paragraphs respectively.

6.2 QUESTION PROCESSING

The query for search engines and QA systems are different in such a way that queries in QA should be
more specific so that locating relevant documents will be more predictive. The question will be first
identified to which question type it belongs. Questions that are not factoid type will not be processed
as it is beyond the scope of this thesis work so that “Non Factoid” will be returned. The factoid
questions will be further classified to different question types based on the question particles in the
question and the question focuses identified. This classification will help in locating exactly the correct
answer by the later stage of the AQA system. Once question types, question focuses and expected
answer types are determined, the next stage of question processing is to generate the proper query that
will help in retrieving relevant documents. The query generated, which is based on the question types
and the expected answer types, will be passed to the document retrieval component. Below we will
explain the two main subcomponents of question processing which are Question Analysis (i.e.
question classification, expected answer type and question focus determination) and Query Generation.
First we will explain the question classification, expected answer type identification and question
focuses determination techniques of the question processing subcomponent. Next we will present the
detailed procedures employed to generate an AQA query which incorporates stopwords removal,

character/number normalization, stemming and synonym word expansions.

6.2.1 QUESTION ANALYSIS

Questions will be first analyzed to determine the category the question belongs to, what will be the
expected answer type, and the question focus it has. The question analysis module will determine the
question types, the question focuses (if present) and the expected answer types. Question type
identification involves techniques of identifying the question particles which will help in stating what

the question is about. To do so, we have first identified the question particles in the question. Question
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focuses are specific terms in the query that will tell about what entity the question is concerned. We
have made detailed investigation to find out what specific terms are very important in telling what
types of entities are sought after. The expected answer type, which is directly related to the question
type and the question focus, tells which particular type of entity is sought after. We will discuss the
details in question particle identification, classifying questions, and determining the expected answer

types below.

Question Particle Identification: In Chapter 4, we have identified a number of Amharic interrogative
words. Among those, we have identified some of them that are used to ask factoid questions such as
place name, person name, quantity or numeric, and time questions. As we have already discussed, the
question particles are used for different types of question formation. We will discuss the techniques
how we have used those question terms to identify question types below. The identified question

particles are shown in table 6.2

Table 6.2 Question Particles to determine question types

Question particles Question types
297, AT;, 1@, £977, 019777 => (who, and whom Person name, place
variations)
e, NP1, @LT, 9971, he I, Alih?-T- => (where and place
variations)

ao’F, oo’ T, Ahhav' T, av’F, Ao T => (when and variations) | Time
Ol OrE, Wz, 00y, AN, 9077 £vA => (how many | numeric, time
and variations)

Question particles by themselves will not fully assist in determining the question types as some of
them are very general that can be used for more than one question type. For example, the word Q7+
can be used both for time and numeric question types such as “Na/F& ¢ PAC 0.0 AOTF e PI
N7t Gal BEIEA?” and “NFPe@ ACENT TAUT 100 $0C AL OFF (@ +77?”
respectively. Hence, question classification will not solely depend on question particles. Further
investigation is needed such as determining the question focus.

Question classification: For this study, we have collected nearly 749 Question and Answer samples
from [53]. In addition we have prepared about 300 questions that are formulated from Ambharic

newspapers. Although the questions from [53] are diverse types which include the extent of picture
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and sound identification (e.g. £V N9°NA- AL ¢9°F P LI°APT 2717 T0AANT?), the larger
portions are factoid types. According to our finding, we have identified coarse categories of answer
types for factoid question such as (ig° (Proper Name), 12 C-+ (Sports), @o-H.& (Music), A2
(Science), aom% (quantity), Geo--04A (holiday) and V7-go7 20y (constitution) as well as a larger
groups of fine grained answer types. Appendix A shows the coarse and grained expected answer types
that will help in classifying questions.

As an example, let us see classes of answer types for places that will help in classifying place related

questions as shown in figure 6.2

Figure 6.2: Answer types to classify questions
As it is shown in figure 6.2, together with question particles, we can easily determine the expected
answer type for questions. Therefore, city question types can be easily recognized by the presence of
question particles ¢-1+/27% and question focuses such as PG h-+27, 27, Pl h1219, etc. For
example, the question “Ca74- ndeN PG -1 277 LOAAT?” can be categorized as question type
of city, with the help of question particle 2777 and question focus n&\é\ and PG h-+1.
Question Focuses: The question focus, as we have stated, are words or group of words that will give

more hint about the question entity. Once again, with the help of sample questions and answers, we
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have identified from [53] a number of question focuses that are learnt to be used automatically
determine the question types and the expected answer types. Table 6.3 shows list of question focuses
we have identified from the corpus.

Table 6.3: Question Focuses

Question Focus Question Type | Expected answer type

emiée nto/nH/PS hh1/nsn City City/town/country

ntoa...

AIC/ATA WIC/O7H .. Place (Country) | Country/city/town/mountain...
(-2 2/ hOANTY/ 85 ... Team/person Team/player/coach/instructor/...
mPAL L0 tC Person Person

T Organization Organization/party/...

9197 2/0.71/10.0/ LA £ L/ - Place (Entity) Entity/item/

NCOE L/ aoNE L/ -0 UEA...

AT hoo -/ C/2b. P 0 .9° Time Time/day/hour/month/year/minute...
n..2%/7%/CP /3. PH/NC... Quantity Number

Expected Answer type: Once the question types and the question focuses are determined, the next
stage is to determine the expected answer type. Expected answer types will help to correctly locate the
answer particles for extracting the exact answer by the answer selection and ranking modules. The
expected answer types are directly related to the question types where the question type (either coarse
group or grained group) will be mapped to it. If a question is of type place (coarse group), then the
expected answer type will be a place too. To exactly pinpoint the expected answer type, we
incorporated the question particle, question focus and the question type together. So given the question
0740 AN AT 19D hH2T (1 98 TLAST NG DR, 11100 PEA 177 LOAN?”, the question
particle, @77 indicates that the question type is place (but we need further information as this question
particle can also be used to indicate person name as expected answer type) and the term P-ké\ (a
question focus) further narrows down the expected answer type to be hotel. A simplified algorithm for

determining the expected answer type is shown in figure 6.3.
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For each natural language gquestion posed
Check for question particles €, 0¢-F, ML, £¢-1, heT, ANheT
If question contains one of these question particles
Classify question as place type
Else check for question particles aoF, AaoF, Ahhoo'F, ...
If question contains one of these question particles
Classify question as time type
Else check for question particles 4z, 07T, hivet, ...
If question contains terms like ¢%, QAT+, OC, hao-t,...//question focus
Classify question as time type
Else If question contains terms like h..?%, %, C¢+, “3.P+
Classify question as numeric type
Else Classify question as numeric type and time type
Else check for question particles @77, A“77, 0977, 1%
If question contains terms like h-+27, A1C, +é&-¢-, ... 11 question focus
Classify questions as place type
Else classify question as person type
Else Try the IR based technique
End for

Figure 6.3: Question Classification Algorithm to determine expected answer type
Figure 6.3 clearly shows that questions will be analyzed first for the presence of possible question
particles. Questions with none of the question particles already identified will be classified as can’t be
answered and no answer will be returned. Otherwise, it will first check the question if it has the
specific question particles that will have clear indication on the question type such as ¢ and oo’F
which always indicate place and time question types unambiguously. If the question contains
ambiguous question particles such as '+, the question type will be identified after looking into the
possible question focuses present in the question. Lastly a question with ambiguous question particles
and unidentified question focus will be given a try for both type of question types, such as person and
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place or time and numeric while it might result in a surprising answer and exponentially high response
time.

Expected answer types can also be determined by IR system similarity scoring technique where sample
questions with the expected answer types are indexed. For this research we have indexed some 300
questions with their expected answer types. This technique, while efficient and easier to develop,
needs a lot of questions with different formats for higher precision. The IR system technique is used
when the rule based technique fails to exactly determine the expected answer type and produces “no
answer”. If our rule can’t determine the expected answer type based on the rules developed, we will
use the IR system as a final attempt to find its expected answer type. If it is impossible to determine
the expected answer type by both techniques, the question will be considered as non factoid and no

further processing will take place.

6.2.2 QUERY GENERATION

The natural language questions posed by the user will not be submitted to the document retrieval
component directly as it is. There should be some kind of modification that will maximize the
probability of matching relevant documents. This subcomponent is very crucial as wrong queries
might result in returning a wrong document where incorrect answer would be extracted. The query
generation subcomponent includes stemming, character/number normalization, stopwords removal,

and synonym expansion. Below, we will discuss each procedure that will help in generating the query.

The first task in query generation is to remove all the stopwords including the question particles and
punctuation marks. The algorithm used to remove stopwords is the same with the one we have used in
the document pre-processing module. The stopwords removal component is integrated in this
subcomponent as stopwords are already removed from the index and will not help matching relevant
documents. Once the stopwords are removed, the remaining query terms will be subjected to character
normalization that will help in changing the characters to same format used in the document pre-
processing module. If character normalization is not considered in this stage of question processing,

relevant documents remain unmatched with the query.

The other very important task in query generation is number normalization. Number normalization will
be done in the question processing module to match various representations of numbers in a document.

During document pre-processing, we did not make number normalization to preserve natural
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coherences of documents. That means, if we make number normalization to documents, then all
documents will show similar number representation where it might be illogical. This will help the user
to enjoy the natural variation of number representation in Amharic. If we consider number
representations of hundreds, thousands, millions, and billions, they are normally expressed
alphabetically than numerically. For example 2 7T 3 L.AS7 NC is formally used in Amharic
documents instead of 2,300,000 A1C. Hence, the main task of number normalization in query
generation is that the users’ question which contains numeric particles will be normalized so that the
different variations of that number will be included to the query (query expansion).

Stemming will be applied to the query to reduce terms to their root words. Once every query term is
stemmed, the synonym of every word will be checked from the synonym database to include
synonyms of words to the query using the Boolean OR operator by the query expansion component.

Figure 6.4 shows a detailed scenario how a query is generated.

1938/, 9 oot 38/1i 9 oo NAQ AT°7/T
8 ovf A% F9°Chie NAC omA
hoP/oomC MLC/IOT ASNO AN ATA
/a0 LIE/.SC/

7

h Q. i oo GE FI°C “héf wLC® Navn
N4C NAL2” AN @-2~T NeT5o- h
L15N?

Document

Retrieval

5

Stopwords
Removal

Query Expansion

~— 2
h i, B oo @ E9°C oe WG NamA . .
PUY I OPD | 0LC NS 7 A0 NEA 1938 €9°C/fi 9 oot 38/f 9 av
n+og gq?@ NAA (‘19“'7’?‘/?1 v aof @iE e
I gég‘ ;":] :‘., 2?:’ AL.C nah A M/ AHY/LEC
r Normalizer OAA QgL B oot GiE.) E9RC

28 04.C a0 P70 @ (4.C

AN hEA hhol LI5A Synonym

4 Database

Stemmer J

Figure 6.4: Scenario for Query Generation
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Number 1 in figure 6.4 shows the question that is posed by the user. The stopwords removal
subcomponent, as indicated in 2, removes the stopword @-#F. The character/number normalization
module at 3 normalizes the characters such as v to (1 and the number i, B oo+ @ is normalized
to include 1938 and . 9 oo+ 38. The stemmer at 4 reduces words to their root words and submits
the result to the query expansion module. The query expansion module checks synonym of all terms
from the synonym database and includes the synonyms to expand the query (5, 6). Finally the
generated query is submitted to the document retrieval module (7).

6.3 DOCUMENT RETRIEVAL

Generally, QA systems often contain an information retrieval subsystem that identifies documents
where the answer to a question might appear [30]. In this thesis work, a document means that a file,
paragraph, or a sentence that Lucene stores in its internal file system. It can be argued that the quality
of the document retrieval module is highly related to the accuracy of the QA system as an irrelevant
document never produces a correct answer [54]. There are different techniques considered appropriate
for document retrieval of QA systems. The ad hoc strategy employed for document retrieval in QA
systems is just to use the traditional IR techniques used in search engines. The AQA system uses three
different types of document retrieval techniques that help answer selection modules to extract the
correct answer. As documents are pre-processed and indexed in three formats, we can use sentence,
paragraph, and file based document retrieval. In the case of sentence based retrieval, the Lucene API
will just calculate the similarity of a query and a sentence based on its internal similarity scoring
function. Sentence base document retrieval has shown a very significant effect on correct answer
selection if there is a good match with the query terms and a sentence and an answer particle presents.
The problem with sentence based document retrieval is that the exact answer and the query terms
might be distributed in more than one sentence in which case the answer will be fragmented in more
than one sentence and hence selecting the correct answer is problematic. As an example, consider

these two sentences:

"CATCR e TEHSTT 1CTT O.OCLO AARILE: A PAL AT T AL 1T av A, A
0AL.@ 730V 17 7 755 AL T a7 hs T TEHS ... 7.
If we ask a question “2C?7 @/1.OCLO N hoo T @ 1®-?”, we can easily see that the answer

can’t be extracted from a single sentence.
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The above problem can be solved by paragraph retrieval where the paragraph normally encloses more
than one sentence. The paragraphs that are demarcated by the special symbol $ sign in the document
pre-processing module will be matched based on the calculation of the term similarity and the one with
the better score will be returned. The problem we have encountered with the paragraph retrieval
technique is that, while it has better answer space coverage, it might produce more number of
candidate answers in a paragraph which needs extra semantic analysis of that paragraph to determine
the correct answer.

The file retrieval technique, that is matching the whole file with the query, is a little bit different than
the sentence/paragraph retrieval technique where the whole file content will be subjected to answer
particle analysis by the later modules. Most researchers use this technique to retrieve the relevant
document but there will be complex and overwhelming answer extraction techniques to determine the
exact answer. Below, we will see these three (sentence, paragraph, and file) document retrieval
techniques in detail.

DOCUMENT RETRIEVAL TECHNIQUES

The Lucene internal document scoring technique will Dbe wused for comparing
sentences/paragraphs/files with the query. Hence, a document with more number of terms matched
with the query terms receives higher score. The Lucene similarity function computes the score of

query g within a document d as follows [43]:

Score (g, d) = z (tf(t in d).idf(t).boost(t.field in d).lengthNorm(t.field in d)

ting
Where the factors in the scoring function described in table 6.4

Table 6.4: factors in the scoring function

factor Description
tf(t in d) Term frequency factor for the term (t) in the document (d).
idf(t) Inverse document frequency of the term.
boost(t.field in d) Field boost, as set during indexing.

lengthNorm(t.field in d) | Normalization value of a field, given the number of terms within
the field. This value is computed during indexing and stored in

the index.
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When documents are retrieved, question focuses will be given higher boost value to make documents
with the question focus more relevant. Hence, queries with specific question focus will be boosted by a
value of 3 (a value we leant through experimentations); that is documents which contain this specific
question focus will have thrice score value than the others. Therefore, if the question is about date
types such as “AC-t:0 TAU7 100 N7 9.9°. +m®AL”, then documents with 9.9°., +®AL,
and AC-:0-1 will be given three times higher priority than the other documents.

The other technique we have used for document retrieval is incorporating special Lucene APIs such as
RegexQuery and SpanNearQuery. The RegexQuery functionality is used to incorporate regular
expressions within the query terms. The query will be matched, in addition to the normal query terms,
with the designed regular expressions. Suppose the question is about specific date of birth. The query
term will contain regular expressions such as “((19]20)\\d\\d), ((0[1-9]|1[0123])[-/.](O[1-9]|[12][O-
9]|30)[-/.], etc.” so that documents will be matched with these regular expressions besides the normal
query terms. We have used RegexQuery specifically for numerical and date question types.

The SpanNearQuery functionality is more meaningful for this research to specifically determine how
far the query terms should be spaced from each other to be considered relevant. SpanNearQuery is
used to filter out documents which have very less number of query terms where they potentially result
in No answer or false answer. The normal Lucene APl will match every query term with documents
and considers a document as relevant if the document contains at least one query term. Most
importantly, the SpanNearQuery determines whether every query term is present in the document with
the specified slop value. A slop value is the number of terms allowed between query terms in a
document to be considered relevant. Hence, SpanNearQuery improved relevant document retrieval as
documents irrelevant but contain the query terms in a longer distance from each other will be
penalized. For example, if the question is “PANe @7H oot ¢ 1®-?” with the query “ANL/5 LA
®7H ovifi/av€avl ¢/ 1@-/20AN” and if the slop value is set to 5, documents with these query
terms only in a distance of at least 5 words, both in forward and backward direction, will be considered
relevant.

In addition to all the above document retrieval techniques, we have also considered the maximum
number of query terms a document should contain to be considered relevant. Based on different
experiments done for checking document relevance, we have formulated the following rules in

determining the number of query terms a document should contain to be relevant.
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e Rule one: If the number of query terms generated by the query processing module is less than
three, then a document should contain all the terms to be considered relevant.
e Rule two: If the number of query terms is greater than three and less than six, at least 3/4 of
the query terms should be present in a document to be considered relevant.
e Rule3: If the number of query terms is greater than seven, then the document should contain at
least 2/3 of the query terms to be considered relevant.
These above designed rules show significant improvements for sentences and paragraphs, as the
number of terms in a sentence or a paragraph is small so that maximum document relevance will be

accomplished using these rules.

6.4 SENTENCE/PARAGRAPH RE-RANKING

The document retrieval component of AQA returns relevant documents that are believed to contain the
correct answer to the question. The main research component we have actually developed is on the
correct answer extraction technique. For IR systems, such as search engines, the task of the system is
completed when relevant documents are returned. The document retrieval component, as discussed in
the previous section, returns sentences/paragraphs/files based on the query term similarity scoring
function. For search engines and other IR systems, it is up to the user to select the best answer by
going through the documents one by one till the required information is obtained. In that case, the user
may get the required information from the first document or has to go one by one through all
documents till the required information is accessed. The case for QA systems is different in that the
analysis task where correct information (i.e., the answer) sought after remains the main assignment of
the QA system. The sentence/paragraph ranking module of our system will analyze every document
returned by the document retrieval component for possible occurrence of answer particles. As we have
already discussed in Chapter 5, a document ranked atop may have least possibility or none to have the
expected answer type in it. Let us consider how a query and a sentence with 100% word coverage
results in “No Answer”. For the question “Pa ¢4 ¢ VHAN M1 QA7 1®-?”, and a sentence ”
a5 e VHA YT il @L L1 APehhovl 17, as we can see, the query have 100% word
coverage with the sentence so that the Lucene API will return this sentence as a top result while it is
not containing the expected answer. Hence, just as users discard this sentence as unimportant (actually
after reading the whole document), the AQA system will do the same for extracting the best answer. In

this Section we will discuss the procedure we have developed to re-rank documents that might help in
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extracting the correct answer. The first task will be checking whether every sentence or paragraph
bears an answer particle. Those sentences that didn’t contain any answer particle will be removed from
the list. Next a weight will be given to each sentence or paragraph based on the distance of the answer
particle(s) and their query term in the sentence or paragraph. That means, if we take a query and a
sentence/paragraph which has the expected answer(s) in it, the answer particle which have the smallest
distance (number of non-query terms between the answer particle and the actual query term(s)) and
more occurrences of the query term will be given higher rank. Below are details of sentence/paragraph
re-ranking techniques we have considered for this research work.

6.4.1 ANSWER PARTICLE PINPOINTING

Answer particles in a document should be located before the re-ranking module considers the
document for processing. A document which does not bear any answer particle is considered
irrelevant and should be discarded. Based on the question type and the expected answer type
determined in the question processing module, we have two types of answer pinpointing techniques. If
the question is type of person and place questions, the document will be checked for the presence of
possible place and person answer particles with the help of gazetteers. The problem with gazetteer
based answer particle pinpointing is that some named entities are used as multipurpose in a part of
speeches. Consider the entity F~£0, this term can be named as a person name (most commonly) and
can also be named as place name as F~£0 ¢ and considered as a verb in some other occasions as
@ 32N, The other problem is that the gazetteer is not capable of including all named entities.
The second technique is pattern based or rule based answer pinpointing. Documents will be subjected
to the rules we have developed to locate possible answer particles. The pattern based answer
pinpointing technique includes dates, numeric, and person name question types. The rules for date and
numeric question types are based on the regular expression matches. The rule for person name is based
on title identification techniques. Accordingly, if possible answer particles are present in the document
based on gazetteers and pattern pinpointing techniques, the document is considered relevant and
presented to the re-ranking and answer selection module for further processing; otherwise, the
document is discarded. The regular expression developed for date and numeric question types are

shown in table 6.5.
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Table 6.5: Rules for numeric and date question types

Question Rules
types

Numeric | "\b(([Nh?A@-S])| A7 VAT 00T ATl AZ°0F NN AN T UM ANC AN 79714

NV LINAAIACAIAZ® Al VZPAINAAIAIATLL IHMS |oo-£ ATV “L[AA][CE] ZIL[AA][CP] 7 HEA.

o TN X ATV ¥ Rl B AT PR R MY B Rl e Ko B P YO B A P P 2 Rl P b 2l Pt PAS BNV [NW R B 1 1

\s)+(\s+) (118N AnLINCI LACINT-PClhA 93+ CIRC T, 23" \b"

Date Rule1="(\b(70Mlao0hlg° 1T #9° 10 EC| A0 [MT]CIe L oo o019, 00217707 0B U

7°0.)\b\s*([1-9]10[1-9]11[0-9]12[0-9]I130)\\s *\o (+H)\o (\s)*([,/. T 1)*(\s)*((19120)\d\\d))!

(\b(7UM"klaenn 9P TP PI° T VSCI VAN [MTICIC L oo 20,1 9L LeH.L1 70T (sl U9°A)\b

\\s*([1-9]10[1-9]11[0-9]12[0-9]1130) (\s)*([/,.

D*(\s)*((19120)\d\\d))I (‘1 v l@on LI T 49> F v 4CI F-vAadl

[MT]CIP L oo o0 1920, 21770H 0B 09°A) (\s*) (\d)*(\s*) (W& 17T F 1 N Al v ao-0l AC

NP 8eUAU-L1+7)\s*(([1-9][0-9])\d\\d)*"

Rule2="((0[1-9]11[0123])[-/. 7](0[1-9]I[12][0-9]I30)[-/. ](19120)\d\\d)"

Rule3= "\b((19)\d\d)\o(\s)*([,/.- 2 1)*(\s)*\b((20)\d\d)\b"

Ruled= ((H&INT7LCIFSTHINEITTONE LNA Vo089 A U-L | ACNTANT)\\s* | ([0AN])((([0-

9][0-9\AN\d)\d+)+\s*| [ANA]* (AZ7&IU-AFIAnT AT N\d* | aZ°0 00T a0 T

O HHMTNAL @ 7L P TAD- a0 @) +\s* (hao | hao F-F A 1A T O Cl b 7+ 5 T

NATILELIANT L 0L NATFINEITTNONE LNA U ao-0| P 89 A U-L T ACN)\s* (N4 FI077.0)*\\s

*|([hNAT* A7 & v-AF ot Al age kI n & ot AN 0ge 7 H T ANG ANG)+\s* (hao-t| hao

AT AT OCI e P IO TL P T PG T AT IO 0 A I T)\s*)+"

As it can be seen from table 6.5, we have one block of regular expression to match all different
variations of numbers in a document. It can even match numbers with extra identifiers such as h 65

v NC NAL, A7& 1TN A%°0T NASL? LAC, 876 OhPC h.A» “2--C, and so on. For the
date question types, there are four different types of patterns. In this case, documents are matched in
the order the regular expressions are mentioned, that means if the document contains the string
“WCL0 TAUT 100 eonhl9® 17 7 1934 ®AL....”, then the regular expression will
match the longer match first, i.e., @e0ihd9° 17 1934, not @eqhl.9® or 17.

For person name types, we have also developed an alternative pattern based answer pinpointing
technique. The pattern for person name is based on title matching. We have identified list of titles that
precede a person name. This technique is very useful for foreign person name pinpointing. Besides, the
gazetteer we have developed didn’t include all possible person names and some of the names in the
gazetteer are multipurpose that leads to wrong person name pinpointing. List of titles that we explored
from different documents are indicated in table 6.6

Consider the following example:
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If the question is “174-2 AAA CON o8& C 277 20AA?” and the following document is
found, then with the help of the title A-F the answer a-# 8,2% will be detected.
Document:
...... P17 BAA CON ao(1-8EC Lt 098 ML Ph79- At APAm- T T PACPTP
At AGA 70047 PRI At Dd.c-@ 074y 7 PLLAIT-A 7-a0-T At PLIA ACANI"F
PI9°0A At AT°L 71377 Pchdd ht oo ANGAYH4 7 P70, At ANGNY, hn}:
PASC HARA I°h7A\ CON 700188 aohao € V4T PAZN AN W77 A58 h41
27 Lo 4G I°h1AVTFm h5.CAm- HHH h10FF Q0aoli-1- LA P07 Fm-7 L0
NToN@- Ch7PE0 VI AVTIAL PA -
Table 6.6: Titles for person name
Titles
At o/, oHE, ®/ét, oeHet, LA/C, Antc, v, nh, &0, an-C, a0CT,
A°NA, A0, hede'sd, bAsd, ANC hAP, h/hhP, h9°A AP, AP, ELi-A,
L0, TCNC, T/IC, ®/C, ®FLC, WTEIC, Le47, QAI°NL-0, 0A°0L-N,
NAE7 1, &mdéd, NAF, a0, LEHYTT, “3EC Eié-d, NECHE, avd°uC,
P6HTF, Ak 0, 19460, Add -0, A, av9°VC, hdd, NAJ:, Uhg®,
12&4-0, UVE, ACTOT, hd-Mh, hd. Mh, CThé, AI°MALE, ho77LC,
NCILPC Epé-d\, AHSA DALA, (+9°, a%, oot WAL, “L0HC, Mm/?1, “1LL.0THC
ehd, NOh, +ovdols, WrE0, AP NG, PN, AET, Aedt,  AOATT,
AN, AOFH,  AvEERTC,  OhA, TP, mPAL TLLatC,  Yl/C,

M/ L0THC, TEHEF, TLHS R, TENSTE, TENLTE, TLHLH, hTt7,
T HELCH, T, &', PGS 8LeNTC, S8601C, A INT G,

6.4.2 SENTENCE RE-RANKING
Sentences are the smallest document elements where determining the possible answer particles will be

much easier. A sentence, for example, observed for the presence of person name, will be examined
against the gazetteer/pattern to determine if it contains possible answer particles. If a sentence bears no
answer particles, it will be automatically declared irrelevant and will be discarded. Otherwise, it will
be considered relevant and again will be subjected for weighting. The problem comes if a given
sentence contains more than one answer particle to calculate the weight of that sentence so that only

one answer particle should be selected. In this case, the sentence will be computed against both
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answers and the weight will be given based on the least distance calculation with the query terms.
Let’s consider this sentence:
N, U- 0101 @P7 Phé, ol T 43T AF 7077 WAL 1PCIN I°AC (b4 1L PD- FLI5:
To0% N6 PAN-1-7 PI°N.95 aBAShT P1HNS. hd- 70k 29PNV (oo £.9 NI°AL b4
N A g7+ PA ::
The user may pose a question as “Pa, ¢4 ¢ T &HS7T 717 £0AA-?” that will be changed to a query
like “ATCXOINboLols TLLNATT LOANLI®PA/1@-...” that have expected answer type of
Person name (president). Here two expected answer types, a-* 7C77 MAL. 1.8C1.0 and P-Hnlg- Ad.-
10 h9°0ALC Hioo 9 are detected as a person name. Hence, our algorithm will calculate the
distance of each query term (“A.dofaé and TE&HS71) from expected candidate answer At 2C?7
MAL 18-CLh and P-HhS Ad-10h AhI°NALC oo 2 respectively. The distance value for each
term and the total distance calculated are shown in table 6.7.

Table 6.7: sample distance calculation for the query “h.4o%é T&NS7 T

Terms Distance from
af 1C7 AL 1.8CLO +fiao -0
WA NS 1.0 17.0
ToHST T 0.0 16.0
Total distance 1.0 33.0

As it can be seen from table 6.7, it will be clear that a-f- 2C77 @AL. 1.-CL0 is very near to the query
term so that the weight of the sentence will be 1.0. According to our findings, most answer particles
are very near to the query terms compared with other multiple answer particles. The algorithm to
assign weight for each sentence based on the distance of the term from the candidate answer(s) is

shown in figure 6.7
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For each query terms and expected answer types (EAT) accepted from the query
generation subcomponent of question processing

a. For each sentence

i. Find answer particle(s) based on EAT and count the number of answer
particles (count)

ii. If count > 0 go to iii. Else go to vii.
iii. for each answer particle present
1. For each query term

a. Count the number of terms between the answer particle and
itself

b. Add the value of each query term distance (distancecount)
iv. If still more answer particles, go to iii.
v. If count=1//only one expected answer
1. Return the answer particle

vi. Else if count >1, return the answer particle with the least distance
(distancecount )

vii. Else if count = 0, discard the sentence //no answer particle presents
viii. If the selected answer particle
Count the number query terms in a sentence (countqueryterm)
Assign countqueryterm as a weight to the answer particle
End for

For all sentences with the identified answer particle
Sort the sentences based on their weight//based on countqueryterm
End for

Figure 6.5: Algorithm for determining sentence weight
The algorithm in figure 6.5 first identifies the answer particles from the sentence (if any) based on the

distance between the answer particles and the query terms. Answer particles found very near to the
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query terms will then be stated as candidate answers from that sentence. Once all candidate answers
are selected from each sentence, the re-ranking will be done based on the number of query terms in the
sentence. The answer particle which is found from a sentence with more number of query terms will be

given the highest rank.

6.4.3 PARAGRAPH RE-RANKING

Paragraphs are considered for our thesis work due to the nature of concepts being distributed in more
than one sentence so that the answer will not be discovered from one sentence. Sometimes, to get the
correct answer, it will be mandatory to navigate sentences as a concept toward the answer extends over
those sentences. Paragraphs are specially important if the exact answer is mentioned somewhere in a
sentence while the succeeding sentence talks about the same concepts where Lucene tries to match
every sentence even if the sentence does not contain the expected answer. Consider this example:
...... THC A WY N168 778 M@ @@ D375 A 25014 7-50F 77
"4 AATPEPS NA.C A2GNTE AT A250-0 hvuze a3 701 P177m-%
Pt 772 NEC N7IZLF POTND-3 Ltd APE A7 CI°F LoLPA: AL
POLNINT T°h201 h1et: P77 1TAAP POLC A 2407TE2FF N7N9915
AT K880 FAMCHPTF Aovhd.d AZCP7 N7 CH: TIAZA: VI oo0l1
AMPAL PNEC aoMy 640 “IN.F3 Ph78Eh LAC NI°9°ri .UPF PoLh4.ANT Pl
784 20 %075 PAES. WAL aoM39° 1 71 7 Noof AF A2CPT AN-CAA::
Now, if the user puts a question “A ¢4 ANDC A 75014 AT 10442 huTe 9°7 PV
1N HNLLT”, the expected correct answer is available only at the third sentence where primarily
the first sentence matches the query but with “No answer”. The algorithm used in ranking the sentence
has been modified so that we have used it to re-rank the paragraph. The problem with paragraph re-
ranking is, as we have mentioned previously in sentence re-ranking, there might be a number of
expected answer types even which are near to the query term to give ‘false’ least distance value. The
best work-around solution we have found is to determine the most important term in the question (i.e.,
question focus) and in the paragraph that should be considered for re-ranking. So, answer candidates
that are very near to the question focus have been given higher weight compared to the other query
terms. In addition to this, as we will see in the answer selection Section, answers which repeat

themselves in more than one paragraph will be substantially important and will be given higher value.
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Once the candidate answer is selected from each paragraph, the number of query terms in the
paragraph and the number of candidate answers repeated in the paragraph will be used as re-ranking
criteria. The candidate answer that is repeated more than once and with maximum number of query

terms in the paragraph will be ranked on top.

6.4.4 FILE RE-RANKING

Files are text documents that have been returned by the document retrieval component. Files are
different from sentences and paragraphs in that a given file may incorporate a number of answer
particles as well as a number of query terms in the document. Re-ranking files have been found less
effective as a file, most of the time, will contain the exact answer unlike sentences and paragraphs so
that the rank Lucene computed is maintained. That means, files returned by the document retrieval
component will be examined for answer selection in the order they are returned. Hence, we have
developed a technique that will be applied to select the correct answer in the best efficient manner than
incorporating the re-ranking algorithm used for paragraph and sentence re-ranking. The specific

algorithm designed for answer selection in a sentence/paragraph/file is presented in detail in Section

6.5 ANSWER SELECTION

The final stage of AQA system is answer selection. The sentence/paragraph ranking module has
ranked the sentence/paragraph according to the presence of answer particles and the distance of query
terms from the answer particles. The answer selection module will extract the best answer from the
pool of candidate answers found in the ranked documents. In this research, we have developed
different techniques to select the best answer. The ranked sentence/paragraph by the
sentence/paragraph re-rank module as well as the file will be again analyzed by the answer selection
module to select the best answers. Once documents are given weight and ranked by the re-ranking
module, the next task is to check whether an answer particle is repeated in more than one document or
not so that the rank of the answer particle in the document will be recalculated, that is the sum of the
two answer particles, hence the answer particle will have a higher weight. The idea is, since documents
are collected from the Web, the exact answer for a given question might be repeated in more than one
document so that wrong answers that have already received a higher weight because of the higher
query term coverage will be prohibited from being the correct answer. If we consider a question that

needs the name of prim a minister of a country, then, most probably the name of the prime minister
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will be mentioned in more than one document so that the rank will be higher. When checking
repetition of answer particles, we have also considered a function called contains, where short form of
an answer such as “@o 20 12 +7%, 2001 A.9°” and “ao 20+ 2001” will be considered as same
answer particles. This technique specially helps in selecting person name where the full name of the
person will be mentioned once in a document and only the short form of the name will be repeated in
the remaining content of the document such as “m®AL 2LLOTC At ooAh BLGP” and “A-f
ao\()”,

Counting the occurrence of answer particles in more than one document helps selecting the best
answer where a possible answer particle is believed to occur in more than one document. The other
technique is to consider the first answer particle from the ranked documents. The benefit of this
technique is that sometimes correct answers about a specific issue might be sited in one document
perfectly and none in other documents. In this case, even if Lucene returns a number of relevant
documents by only considering fragments of the query terms, these documents might not contain the
correct answer. In the following subsections, we will discuss the two answer selection techniques: by

counting the multiple occurrences of answer particles and by selecting the top answer particles.

6.5.1 ANSWER SELECTION BY COUNTING MULTIPLE OCCURRENCE OF ANSWER PARTICLE IN
SENTENCES/PARAGRAPHS

In this technique, the main assumption is that the correct answer will be repeated in more than one
sentence that matches the query. The idea is an answer particle most of the time will occur with each
query term so that a sentence that was ranked atop with possible wrong answer will not be selected as
an answer because it will occur in more than one sentence. A sentence/paragraph sometimes may
match with the query but with the wrong answer which has the least distance from the answer particles
so that it might be selected as a candidate answer. Consider this example:

.......... AT8.0-9° At HCYL ANL9° CL&P@m PR 1852 “LLO0EC A%Te  iNé-T
PATPES APT EAMLT? £CEr PT 224 WOMLE (P bt £LIN hLONT® 06,240
CANLT ... Here we can see that a-f- £4.20 hL00-9° will be considered as correct answer for the
question “Ca &P LBOS BANNT LCET PS /24 AONLE 277 LOAA?” as it has least

distance from the query terms while it is wrong. Fortunately, the correct answer will repeat itself in

more than one sentence/paragraph if there are large amount of corpus to search on for questions. The

TETEYEQ (-Fm®%): Amharic Question Answering for Factoid Questions Page - 75 -



Chapter Six : Implementation of AQA (-+m¢f%)

algorithm for selecting the answer particles that occur in more than one sentence as the best answer is

shown in figure 6.6.

While there are extra sentences containing a candidate answer
For a candidate answer in a sentence
Count the number of query terms in the sentence //count
For a candidate answer in a sentence
Compare the candidate answer with candidate answers in other sentences
If it matches with other candidate answers (or contains function)
Add count of the two answer particles
Concatenate the two sentences for summary
Remove the sentence from the list
End for
End while
For each weighted sentence //selection
For each sentence (concatenated sentences) compare its weight with succeeding
sentence(s)
If the weight of the current sentence(s) is less than the succeeding sentence
Swap their position
Return the highest count sentence
End for
End for

Figure 6.6: Selecting a sentence based on the higher occurrence of a candidate answer

6.5.2 ANSWER SELECTION BASED ON SENTENCE/ PARAGRAPH RANK

The idea of counting answer particles repeated in more than one documents and consider the one that
is repeated more often is a noble idea. The problem arises when the exact answer is sometimes present
in only one sentence and the query term matches in more than one document. There is a probability, in
the collections of the corpus, that the specific answer particle is mentioned once while actually the
Lucene API returns hundreds of results based on the popularity of the query terms. This technique is

very efficient if the fact being searched is available in the corpus and only in one document. If the
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previous technique is used for such kind of questions, wrong answers repeated in more than one
document will be considered as an exact answer. Hence, this will guarantee us that false answer
particles repeated more than once couldn’t be considered as best answer. The evaluation of the two
techniques is discussed in Chapter 7.

6.5.3 ANSWER SELECTION FROM A FILE

As we have discussed in the previous Section, Lucene API will return a sentence, a paragraph or a file.
Answer selection from a file is not trivial as the file comprises of a number of paragraphs and
sentences. In the case of files, the answer particle(s) might be distributed throughout the document. If
the question raised is a type of date, we can get tens of candidate answers of expected answer type
date. Hence, it is highly probable that the answer selection module will return a wrong answer from
these pool of expected answer types unless special consideration is made. The advantage of file based
answer selection is that the answer will be for sure available somewhere in the document unlike the
sentence based answer selection technique where concepts distributed over a range of sentences might
miss the exact answer. For this research work we have used a technique to find the correct answer, that
is selecting the best answer which is very near to the query terms based on the query term similarity
calculations. The idea is similar with the technique we have used in determining the correct answer
particle in the sentence and paragraph re-ranking module. The difference here is the query terms can
be far apart from each other throughout the document and the answer particles also might be too far
from each other. What we have done is that, the answer particle (which probably is also repeated
throughout the document many times) which is very near to the query terms (once again the query
term might also be repeated many times in the document) will have higher probability to be the correct
answer. Most often, the answer particle also can be distributed over a range of documents where the
probability of being the correct answer is higher. Therefore, two similar candidate answers extracted
from two different documents will be the most probable correct answer than the one which is obtained
from a single document, and the one which is repeated twice or more in a single document will be the
most probable candidate answer from that document. Hence, the technique we have developed is that
first the most probable answer will be extracted from a document and creates a candidate answers
pool. The candidate answers pool will be again checked for duplicate candidate answers where the one
which is repeated more than once together with its weight (the candidate answer placed atop has

always the higher rank) will be the correct answer to the question. When the candidate answers are
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selected from every document, we have assigned a weight for each of them which is calculated as
follows. First the document’s score obtained by the Lucene internal similarity function will be taken.
Then the number of query terms in the document will be multiplied by the score to get the modified
score of the document. Therefore, candidate answers from the document will be stored in the candidate
answer pool along with its score. When checked for duplication, the candidate answers’ score will be
added and multiplied by 2/3 (taking the average has down weighted the rank so that we take 2/3
instead). Hence, among the pool of N candidate answers, the first 5 candidate answers along the
document will be returned to the user. The algorithm that is used to extract a candidate answer and

count the occurrence of each candidate answer is shown in figure 6.7

For each file returned by Lucene API //selecting the best answer from a document
For each answer particle in the document
For each query term in the document
Count the number of words between the term and the answer particle
End for
Add the distance of all terms to the answer particle
Return the answer particle with minimum distance
End for
End for
For each candidate answer in a candidate answer pool
Get the internal Lucene score of its parent document
Count the number of query terms in the document //count
Multiply the score with count
Return the new score
End for
For each ranked candidate answer
Compare the candidate answer with the rest candidate answers (apply contains rule)
If duplicate found
Add the two scores, multiply by 2/3
End for
For each candidate answer
Select the first 5 candidate answers to the user
End for

Figure 6.7: Finding the best answer from files
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6.6 SUMMARY

The AQA system implementation consists of five main modules. The document pre-processing
component is used to normalize documents to a given standard. The Amharic document normalization
includes character normalization, number normalization, punctuation normalization, stopwords
removal, stemming, and synonym indexing. Once documents are normalized and indexed, they will be

ready for the succeeding components to further process and extract correct answers.

The question processing component of AQA is used to manipulate the questions to create a proper
query term, expected answer types, question types, and the question focus. The query generation
subcomponent of question processing is used to create a proper query that will be submitted to the
document retrieval component. Question types are determined so that determining the expected answer
type will be easier. The question focus determination improves document retrieval and expected
answer type identification. The expected answer identified will facilitate the document ranking and
answer selection modules.

The document retrieval component is responsible to retrieve relevant documents to the latter AQA
modules. Sentences will be retrieved from the sentence index of Lucene to extract the correct answer
at sentence level. Further, to make the answer coverage wider, paragraphs are considered so that the
possibility of finding the correct answer will be higher. To the wider possibility of answer coverage,
we have incorporated document (text file) retrieval so that finding a correct answer in one document
will be maximized. While sentence-based answer retrieval is efficient for documents where full factual
information are to be found in one sentence, it is less effective for documents where concepts
encompass a number of sentences. To the contrary, file level retrieval shows better probability of
answer selection from top documents while performance will be severely penalized. Paragraph
retrieval can be moderate in the case of performance and efficiency. Evaluation of all techniques is
discussed in Chapter 7.

Sentence/paragraph re-rank module of AQA is used to re-rank sentences/paragraphs based on the
availability of answer particles, number of query terms, and number of answer particles.
Sentences/paragraphs with no expected answer particles in them will be automatically removed from
candidacy. Sentences/paragraphs with more number of query terms will receive higher weight and
ranked atop. Answer particles in a sentence/paragraph very near to the query terms will have higher

opportunity to be a candidate answer.
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Lastly, the answer selection module will select the best answer from the pool of candidate answers.
Candidate answers which have higher weight (more number of query terms) and repeated in more than
one sentence/paragraph will be considered as correct answers. Similarly answers in a file will be
selected based on the least distance from the query terms. The more the number of query terms in a
document, the more the answer particle repeats itself in the document and the more the answer particle
repeated in more than one document, the higher the possibility of that candidate answer to be the
correct answer.

While named entity recognition based answer selection techniques have been extensively researched in
this thesis work, we have also considered rule-based answer selection techniques for questions that
can’t be answered directly by the named entity recognition technique. In the rule-based technique,
rules i.e., patters for documents to match, have been developed to find some specific types of answer
particles for some question types. The rules developed help in extracting foreign person names and

place names where the person name and place name can’t be found in the gazetteer list.
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CHAPTER SEVEN

EXPERIMENT OF AQA (+mf?P)
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This chapter focuses on the evaluation of our system, its performance, reliability and trustworthiness.
Every QA system will be evaluated towards its effectiveness, mainly correctness, completeness and
exactness with recall and precision computations. The TREC workshop held in November 1999,
included a “track” on question answering where the goal was to evaluate technology for finding
answers to fact-based questions in unrestricted domains.

Our QA system has been given a name 7#mFf# (Be questioned), a historical verbalism in Ethiopia
where two people appear before a judge used to ask a question for the defendant which is of kind
ironic.

The first task we have used for our evaluation was preparation of documents where possible questions
can be formulated. The documents have been submitted to 25 people and around 233 questions have
been formulated.

For this thesis work, we have collected over 15600 news articles from different newspapers (Ethiopian
News Agency, Ethiopian Reporter, Walta Information Centre, etc.).

The first evaluation we have made is on the question classification and expected answer type
determination. Both the rule based and the IR based question classification and expected answer type
determination technique have been evaluated. The performance of our system is believed to be
influenced by the performance of the question classification and expected answer type determination
techniques.

The other question set we have used is the one we have collected from the corpus in [53]. These
questions will help to know how much of the questions are answered from the corpus (evaluating the
capability of the corpus, being wide or not). Once these question sets have been prepared, the actual

evaluations have been done based on the questions. The evaluation includes, how much of the
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questions are correctly answered, how much of the questions receive wrong answer, and No answer as
well as whether the retrieved document bears an answer or not.

First we have to evaluate the performance of our system with the documents that have been given for
different people for formulating proper questions (sample documents). What we have done is that we
have first checked the performance of the system with those documents. Next we have indexed those
documents with our corpus and evaluated the performance of our system.

Performance is measured by answer accuracy (precision), i.e., the fraction of the questions that were

answered correctly by our system.

7.1 TESTING ENVIRONMENT

For this research work, we have used the Lucene API as a main component for information retrieval.
The work in [15] has been modified to satisfy our work.

The algorithms we have developed are implemented using the Java programming language. The
standard Java libraries such as Hashmap, ArrayList, StringBuffer, StreamReader, etc. have been used
for text processing. We have used a number of external Java libraries for additional text processing.
The eclipse Java editor has been used to develop our system. The main Java class files developed are
shown in Appendix D.

We have used Windows XP Professional Edition (SP3) as an operating system. The hardware
component comprises of 2 CPU of 2.00 GHz, 2.5 GB memory, and 100 GB hard disk.

7.2 QUESTION SET PREPARATION

In every question answering system, question set preparation is the main task, which is the main
evaluation requirement. QA in other language, especially English, benefits from different types of
questions available online in huge amount and the main task is to identify the proper question sets.
TREC also have question set database where researchers used it for evaluating their system. A state-of-
the-art system should pass the main criteria set along the question sets.

For our system, we have collected a number of questions from [53], the web and questionnaires
distributed to 25 people. The questionnaire is distributed to Art, Engineering, Informatics, and Science
students as well as three civil servant workers. Out of 233 questions collected, 219 (94%) of the

questions were factoid while the remaining are list, definition, and non proper name questions. A

TETEYEQ (-Fm®%): Amharic Question Answering for Factoid Questions Page - 82 -



Chapter Seven : Experiment of AQA(-Fm¢%)

sample questionnaire is attached in Appendix B. A total of around 1200 questions have been prepared

to evaluate our system.

7.3 EVALUATION CRITERIA

Evaluation for QA system mainly focuses on the accuracy of the answers returned. The accuracy of an
answer will be evaluated in different dimensions. First of all, the length of the answer string will be
evaluated. Some QA systems accept a paragraph as a correct answer, while others accept sentences to
be considered as correct answer. The recent TREC QA track requires the correct answer to be an exact
answer string, not a paragraph or sentence. For this research work, correct answers are piece of strings
which are person names, place names, dates and numeric. Full and short forms of names are equally
considered correct. For example A7d ANN N.£A, AN N.4£A, and ANN are all considered correct.
A similar rule holds for place names, dates, and numeric answers.

Evaluation of 7#P# is mainly for accuracy, i.e., correctness of answers. Precision is calculated as the
number of correctly answered documents over the total list of answers (correct, wrong, and No
Answer). The recall is also calculated as number of correctly answered questions among the list of
expected answer sets where documents will be first analyzed for the presence of correct answers.
Percentage computation is done for correct answers, wrong answers, and No answers over the total
answers which is the main evaluation criteria for many QA systems. In addition to precision, recall,
and percentage, mean reciprocal rank (MRR) is also computed to evaluate the average rank of
answers; where rank is from top one to top five. Top one means that 7% has returned the correct
answer at the top answer, and top five means that the correct answer is at position five where all
answers from position one to four are wrong. Hence:

correct answers
correct answers +wrong answers + No answers

Precision =

correct answers
correct answers+ missed answers

Recall=

correct answers wrong answers No answers
or Vrong OR

Percentage =
total answers total answers total answers

51

MRR="T 1
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Where Ri is the rank of a given answer which ranges from 1 to 5, and n is the total number of answers
(correct +wrong + No answer).

7.4 DOCUMENT NORMALIZATION AND PERFORMANCE

The performance of #mP# has been evaluated before and after document normalization. This
evaluation shows us the significant effect of document normalization for performance. Consider

figures 7.1 and 7.2 to see the impact of document normalization.
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Figure 7.1: Screenshot of No answer before document normalization
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Figure 7.2: Screenshot of correct answer after document normalization
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Figures 7.1 and 7.2 show that the question remains unmatched due to different character
representations in the question (*/, and ~#*~) and in the document. The evaluation before and after
document normalization for a total of 234 questions is shown in table 7.1.

Table 7.1: Character Normalization evaluation

Document Before normalization After normalization
Precision Recall Precision Recall

Sentence 0.533 0.603 0.666 0.824

Paragraph 0.554 0.631 0.637 0.806
File 0.514 0.639 0.553 0.756
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We can conclude from table 7.1 that document normalization has a significant effect both on precision
and recall of 7mfP#. During the experimentation, we have observed the following issues related to
document normalization
» “Some questions happen to match wrong documents that results in wrong answers or
No answer.
» The questions from questionnaire respondents are prepared by reading the document so
that respondents follow the same writing style in the document for question preparation.
The result in table 7.1 might be totally different, that is, a lesser precision and recall
would be gained, if the questions had been prepared arbitrarily.
» Most questions with little variation of characters result in No answer while the
document is already present in the corpus, and then recall is highly penalized. The
decreased value in precision is due to variations of characters in the document that

affect best answer computation.

7.5 QUESTION CLASSIFICATION EVALUATION

7-mP# has been also evaluated for its question classification and expected answer type determination
performance. The performance of question classification is so crucial as a wrongly classified question
results in wrong answer or No answer. Hence, two techniques have been evaluated for question
classification and answer type determination. The first one is rule based and the second one is IR
based. Table 7.2 shows the result of both techniques.

Table 7.2: Question classification and answer type determination evaluation

Technique Correctly classified | Wrongly classified
Rule Based 447 (89.4%) 53 (10.6%)
IR based 186 (62 %) 114 (38%)

Table 7.2 shows that the rule based question classification has been more effective when compared
with the IR based classification. This is because, the IR based question classification technique needs
huge amount of question sets and types indexed before a new unseen question is tested for its question
type and expected answer type. The 10% wrongly classified questions means that, nearly 10% of the

questions will have wrong answer or No answer.
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7.6 DOCUMENT RETRIEVAL EVALUATION

The document retrieval component has been evaluated based on the presence of correct answer
particles on the retrieved documents. This module incorporates sentence based, paragraph based, and
file based document retrieval. Table 7.3 shows these document retrieval evaluations.

Table 7.3: Document Retrieval Evaluation

Index type Correct answer Wrong answer
particles present | particles present
Sentence 465 (93 %) 35 (7%)
Paragraph 477 (95.4 %) 23 (4.6 %)
File 486 (97.2 %) 14 (2.8 %)

We can conclude from table 7.3 that file based document retrieval is more effective in retrieving
relevant documents which bear an answer particle. Sentence based document retrieval is less effective
in retrieving documents which have the candidate answer particles. Here the evaluation is done based
on the availability of proper answer particles in the document. Besides, this evaluation considers only
the top 5 documents which are believed to have the correct answer for a question. The top 5 documents
are considered because documents at the top 5 will have more similarity to the question. Documents
below rank 5 are considered wrong, but our answer selection module will consider the top 100

sentences, 50 paragraphs, and 25 file for answer selection processing.

7.7 ANSWER SELECTION EVALUATION

In this Section, we will evaluate the performance of 7#7P# towards correct answers. The evaluation
is mainly on the effectiveness of the system. We have evaluated the system towards correct answer
based on the sentences, paragraphs, and files retrieved by the document retrieval component. The
evaluation has been done based on Named Entity Recognition (gazetteer based) and pattern based
answer selection techniques. Besides, the evaluation is done on sample data corpuses we have used
where question sets are collected from questionnaires and a large corpus which contains 15600 news
articles. Section 7.7.1 shows the evaluation based on sentence, paragraph, and file answer selection
techniques using named entity recognition (gazetteers). Section 7.7.2 shows the pattern based answer

selection technique evaluations.
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7.7.1 ANSWER SELECTION EVALUATION WITH NAMED ENTITY RECOGNITION

Place and person names have been collected from [53], the Web, and from [59] as discussed in
Chapter 6. The list of these place names and person names makes up our gazetteer. Returned answers
will be evaluated as correct, not correct, not exact, and not supported by the document. Correct
answers are answers that are exact answers for the question. For questions collected from the
guestionnaire, the correct answers are specifically included by the respondent so that a correct answer
will be known explicitly. An incorrect answer is an answer which is of the same expected answer type
but is wrong. Answers can be declared as not exact if the returned answer contains the correct answer
but there is more number of strings in the answer than the correct answer. If no answer can be
extracted from the document, it will be judged as no answer is found or not supported by the
document. For our work, we have considered not exact answers as an exact answer and we have three

classes; that are correct answer, wrong answer, and no answer. Figures 7.3-7.6 show correct answer,

wrong answer and no answer examples respectively for different questions.
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Figure 7.3: Screenshot of Correct Answer Example
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Figure 7.4: Screenshot of Correct answer at the second place
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Figure 7.5: Screenshot of Wrong Answer
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Figure 7.6: Screenshot of No answer
For person question types, we have experimented with 106 question sets and the result based on
sentence, paragraph, and file based answer selection technique is shown in table 7.4.

Table 7.4: Gazetteer based answer selection for sentence, paragraph, and file documents

Document | Number of | Number of | Number Missed Precision recall | MRR
correct wrong of No | Answers
answers answers Answers
Sentence 60 (56.6 %) 30(28.3 %) | 16 (15.1%) 11 0.566 0.845 0.493
Paragraph 72 (67.9%) 20 (18.9%) | 14 (13.2%) 8 0.679 0.900 0.575
file 60 (56.6%) 34 (321 %) | 12 (13.3%) 6 0.566 0.909 0.438

Table 7.4 shows that paragraph based answer selection outperforms the sentence based answer
selection technique. This is due to the nature of concepts distributed in more than one sentence. The
experiment shows that some questions can only be answered by the sentence based answer selection
technique. This is because of the number of candidate answers in a sentence is limited and can easily
be extracted. Some questions can only be answered using file based answer selection technique as the
answer particle is very far to be caught by the sentence and paragraph based answer selection
techniques. The precision and recall results are also encouraging. The precision result shows the
system’s ability in returning correct answers. The recall result shows that our system tries to identify
most relevant documents (which have the expected answer). The MRR value is mainly related to the

precision of the system. It is less than the precision value because we have considered answers in the
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second, third, fourth and fifth positions as correct when calculating precision. In general, the MRR
result shows that most of the correct answers are found at rank one. A sample of questions with answer
statistics is attached in Appendix C.

Similarly, we have made evaluation for some questions to be tested using the news corpus. The result
for sentence based and paragraph based answer selection techniques are shown in Table 7.5.

Table 7.5: Gazetteer based answer selection for sentence and paragraph on large corpus

Document Correct Wrong No Missed | Precision | Recall
answers answers Answer | answers

Sentence 36 (60 %) | 23(38.3%) | 1(1.7%) 1 0.600 0.972

Paragraph | 47 (78.3%) | 12 (21.7%) | 0 (0%) 0 0.783 1

Table 7.5 shows that, still paragraph based answer selection is better than sentence based answer
selection technique. However, the performance of the system indicates that as the number of
documents increases, the probability of having a correct answer also increases. This is because, as we
have more documents, document repetition will happen that means the correct answer repeats itself in
more than one document. The other observation we made is that the number of No answer declines as
the number of documents increases. The larger the number of documents, the less the probability of
questions remained un-answered. Unfortunately, the response time increases three times which means
user satisfaction will be negatively affected. We didn’t check file based answer selection technique as
it takes considerable amount of time for answer selection, but a similar conclusion can be made with

the sentence and paragraph based answer selection techniques.

7.7.2 ANSWER SELECTION EVALUATION WITH PATTERN MATCHING

Gazetteer based answer selection is not helpful in selecting date and numeric question types. Similarly,
the gazetteer we have developed for place and person name is not all inclusive so that greater number
of questions remain un-answered if the gazetteer developed happened not to contain the expected
answer particles. The efficiency of the system is also affected in matching every term of a document
with the gazetteer content. Having larger gazetteer content means taking more amount of processing
time. The pattern for numbers and dates are so wide that a multiple candidate answer might be returned
for a question. The problem with the pattern based answer selection is that large number of categories

should be developed to exactly answer a question. Otherwise larger candidate answers will be returned
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where the answer selection module might return the wrong answer. Figures 7.7-7.10 show some

examples of pattern based answer selections.
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Figure 7.7: Screenshot of pattern based person name answer selection:-correct
Figure 7.7 shows that all candidate answers start with a title. This way, all possible candidate answers
will be extracted without considering a gazetteer. The problem here is that sometimes person names
might come without a proper title as well as terms after a title might not be person names. Consider
figure 7.8:
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Figure 7.8: Screenshot of pattern based answer selection:-wrong, verb after title
Numeric questions behave differently when pattern based answer selection technique is used. As per
our document investigation, answers for numeric questions mostly occur in a sentence boundary. The
other observation we have made for numeric question types is that most questions bear an answer

(exact or wrong) with minimum No answer options. This is due to the presence of numeric answer
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particles in most documents, which might be correct or wrong. Figure 7.9 shows an example of

numeric question answer selections.
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Figure 7.9: Screenshot of Pattern based numeric answer selection:- correct
The problem we have confronted in numeric answer selection technique is that a document might have
multiple answer particles and the algorithm returns wrong answer based on the distance it has from the
query terms. Similarly, some numeric patterns also have the same pattern as date answer selection
pattern so that a date answer particle will be returned. Also the patterns we have developed do not have
detailed hierarchy so that questions wrongly classified will return the wrong answer. Consider figure

7.10 for such type of errors in numeric answer selection.

(LAC (L0, LT 0@ 0718 Ddk 9°F PUA 10-? - R
[ [P 0@ ¥1E 8 49 2 Ly HC CHoot
"l 1§ 25 AC (14t hILGLD- TAIDE Qo1
Al %5 0ooC (1115 @97 AC OF (1 PHo- hood

¥ OC AS RUT 09097k (4. Lavit NrEé
htC @G P47 AQFO09A ] ] AdFo(PA

§ 19l 2 e 723C

A

4 [

h71&% aopd 1:

h714% aopd 2t

Lan b cnhl D

Figure 7.10 Screenshot of pattern based numeric question answer selection:-wrong
For the pattern based evaluation, we have considered 106 question sets for person name and 128

numeric questions, and the evaluation is shown in table 7.6.
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Table 7.6: Pattern based answer selection evaluation

Document | Answer | Correct Wrong No answer | Missed precis | Recall | MRR
type answer answer answers | ion

Numeric | 106(82.8) | 18(14.1%) | 4(3.1%) 13 0.828 [0.891 | 0.710

Sentence | Person | 64(60.6%) | 22(20.6%) | 20(18.8%) | 11 0.603 | 0.845 | 0.501

Numeric | 78(60.9%) | 50(39.1%) | 0(0%) 27 0.609 | 0742 | 0522

paragraph | Person | 66(62.3%) | 26(24.5%) | 14(13.2%) | 8 0.622 | 0.900 | 0.565

Numeric | 70(54.7%) | 56(43.8%) | 2(1.7%) 31 0546 | 0.693 | 0.449

file Person | 58(54.7%) | 34(32.1%) | 14(13.2%) | 6 0.547 | 0.909 | 0.429

Table 7.6 clearly shows that paragraph based answer selection technique outperforms the other for
person question types, just like the gazetteer based answer selection technique. But generally, the
pattern based answer selection technique is better than the gazetteer based selection due to 1) pattern
based answer selection covers wider answer matching as it doesn’t depend on the list of person names
in a gazetteer 2) gazetteer based answer selection matches incorrect person names that can be used for
different entities such as place, entity, or even verb. There is also some efficiency gain as the pattern
based answer selection technique will not consider external person name list to match an exact answer.
It can also be clearly seen that sentence based numeric answer selection outperforms the others. This is
due to the nature of factual Amharic documents that always appear with their numeric answer particles
for the corresponding questions. Similarly, No answers are very less as there will be more numeric
contents in a document matched. The wrong answers experienced in this evaluation are due to the

superfluous number of candidate answers in a document.

7.8 DISCUSSION

During our experimentation, we were confronted with some problems. The first problem that we faced
was that gazetteers didn’t include all person names so that the system returns No answer while the
document actually contains the exact answer. Besides, since person names are used as place names,
entity names, and verbs, wrong terms will be returned as candidate answers. Hence, our system will
rank some wrong answers higher than the actual correct answers. The pattern based person name
answer selection technique experienced problems like matching no person name after a given title. For

numeric and date answer selection, our system faces a problem of matching dates for numeric
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questions and vice versa. For example the date 12/12/2001 can be matched both by date pattern, i.e.,
12/12/2001 as is and it can also be matched with the numeric patters as 12 and 2001.

Most of the wrong answers are returned due to the problem that occurred in the question classification
module. Questions of type numeric are determined as date and the system undoubtedly returns a wrong
answer. The other problem we have confronted is that the stemmer we have used is so inefficient that a
wrong answer will be returned. The stemmer we have used for searching and indexing have been used
for answer processing too. Therefore, a question stemmed wrongly returns the wrong answer by
matching the query term to the wrong document. Figure 7.11 clearly shows the impact of the stemmer

for answer processing.

1. ¥ (handful of ETBs) Stemmed to AI:
.27 (continuous sunny days) Stemmed to 71>
2. nz27(0xen) Stemmed to 7c
ncE(doors) Stemmed to /¢
3. a1527%(exams) Stemmed to £7
&7 (divorcees) Stemmed to ##
4. ea15/{will be examined) Stemmed to .e£754
1447 (They took the exam) Stemmed to #«77

5. &iia (he has checked) Stemed to ##iia

Figure 7.11: Stemmer problem
As it can be seen from figure 7.11, -”# and 7% are stemmed to the same root word - that means
irrelevant document will be retrieved where wrong answer or No answer will be delivered. Similarly,
Ld15nand 7447 are stemmed to .e475A and 747 respectively while they are expected to be of same
root (evé.- 7). This means that documents that are relevant will not be matched and a correct answer
is escaped.
The other serious problem we have faced is a spelling error. Most of the newspaper articles have
enormous errors that lead to matching wrong answer for a given question. Similar to the spelling error
is the use of different characters (fidels) for a given word (writing style). It is not a spelling error to be
considered as a spelling error problem. Consider the following example:
P TeHe TENSPE 17 LOAN? Caq e e TENL Y 717 L0AA?
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As it can be seen from the example, T&H& 71 is written in two forms (T &H& 71 and T&H.L7T)
where both are considered correct. Similarly, the word million is written as 1LAY7, 9°A07,
T.007, TLASLT, etc. Hence, exact document matching remains a problem.
The other problem we have faced in selecting best answer sentence is coreferencing. This is especially
an intrinsic problem to person and place names. The name of a person will be mentioned in one
sentence and the actual question may be matched to another sentence where only the coreference (such
as the pronoun) of that name is mentioned. Consider the following Example:
............ PV APCOT 210441 0é ALNSDT ooP'r7 PV “IALTS AICE (LC
VAL ANZ@¢: UAL@ Hé ALINM-T 0ooC A& T 407807 C4H0Am-
PLLING ML (GL &CET ... at AMGAPLC avvav: N HETT169°.....
Here, if the user asks a question “P974L7G AMCE NC UA4 277 20AA?”, then, without
coreference consideration, the correct answer can’t be replied, especially with the sentence based
answer selection technique.
Questions collected from the questionnaire have a problem of expressing the same word with the other
(synonym). When the question is raised, it most of the time matches the wrong document, mostly due
to stemming problem.
Lastly, during the experiment, we have discovered the following additional observations.
e Same document indexed in a sentence based, paragraph based and file based approach has
different matching score even though it has the same content. This is because the Lucene API
favours shorter documents. Hence sentence based document retrieval outperforms the others in

relevant document retrieval in such cases.

e Questions with higher number of terms have higher probability of correct answer matching.
This is because documents with more number of query terms will be favoured compared with
less number of terms. Hence, questions specified in more number of terms will have higher
answer probability (similar to questions in exams that are explained clearly in more number of

terms will lead the student to understand the question).

e The more relevant documents repeated throughout the corpus means that returning an exact

answer will be more possible.
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e Most of the wrong answers are due to wrong question classification, especially for date and
numeric questions, as the pattern for some numeric answer particles and date answer particles

are similar.

e Lack of semantic analysis integration into our system results in a surprising answer for some
questions. For example for the question “epAf BG® 071 1@-? (one of a question a student
raises during experimentation) ” , returns an answer “2002” from the document “m<+AL

L0 THC aoAh KGR h 2002 9°Can N7A OAMT A7L7LAE 10A::",
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CHAPTER EIGHT

CONCLUSION AND FUTURE WORK

Information retrieval techniques have proven quite successful in locating relevant documents. The IR
systems retrieve a number of ranked documents that users should go through to get the pertinent
information. It has been criticized in failing to bring the exact response the user is in need. In most
search engines, the IR component retrieves a number of documents that may have duplicates; but it is
the user who will judge such things. Also in IR systems, the user is required to formulate a proper
query to maximize relevant document retrieval. For inexperienced Internet users, getting the required
information will be more difficult using IR systems. Moreover, users need a piece of factual
information which will be located somewhere in a document where users are required to read all the

documents.

As a result of the huge information overload, information extraction becomes the focus of many
researchers. Information extraction is the identification of instances of a particular class of events or
relationships in a natural language text, and the extraction of the relevant ones. Hence, users will not
be flooded with huge information, rather specific information (in the form of text, or sentence, or
paragraph) will be returned. The document will be further chopped down in to pieces of factual
information where that piece of information by itself is meaningful and capable of representing the
document.

Question answering is founded on information extraction where a given fact is to be returned for the
user. In QA, users will pose their question in natural language and the system will return an exact and

precise answer.

8.1 CONCLUSIONS

In this thesis we have developed a QA system for Amharic that has different components. The
question processing module will classify the question to appropriate question types, determine the
expected answer type, and generate proper IR query. The document retrieval component will retrieve
relevant documents that will be further processed by the later modules. The sentence/paragraph ranker
will re-rank sentences and paragraphs based on the answer particle in them. The final module, the
answer selection module, will select the best answers to the user with an additional source for the user

in case detailed information is needed.
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This research work attempted to identify the basic language specific issues in question answering. The
first task we have tackled is normalizing the document so that a standard document will be indexed
and matching relevant documents during searching will be maximized. We have also identified proper
question particles as well as question focuses that will help in classifying the question. Gazetteer based
and pattern based answer selection algorithms have been developed to maximize correct answer
selection. Our algorithm first identifies all possible answer particles in a document. Once the answer
particles are identified, the distance of every question particle with the question terms will be
calculated. The one with the minimum distance from the query terms will be considered the best
candidate answer of that document. Once candidate answers are selected from every document,
candidate answers which have been repeated more than once (i.e., appeared in more than one
document) will be given higher rank. Candidate answers with maximum number of query terms
matched in a document will be given higher priority in case a similar rank is given for two or more
candidate answers.
The evaluation of our system, being the first Amharic QA system, shows promising performance. The
rule based question classification module classifies about 89% of the question correctly. The document
retrieval component shows greater coverage of relevant document retrieval (97%) while the sentence
based retrieval has the least (93%) which contributes to the better recall of our system. The gazetteer
based answer selection using a paragraph answer selection technique answers 72% of the questions
correctly which can be considered as promising. The file based answer selection technique exhibits
better recall (0.909) which indicates that most relevant documents which are thought to have the
correct answer are returned. The pattern based answer selection technique has better accuracy for
person names using paragraph based answer selection technique while the sentence based answer
selection technique has outperformed in numeric and date question types. In general, our algorithms
and tools have shown good performance compared with high-resourced language QA systems such as
English.
8.2 CONTRIBUTION OF THE WORK
The main contributions of this thesis work are summarized as follows:

v" The study has adopted the efforts made towards English QA systems techniques to

Ambharic.
v" The study has paved the way to identify language dependent components specific to

Ambharic question answering.
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v' The study identified key components of Amharic QA systems which can be considered
a framework for factoid questions.

v The study showed the strategy, algorithms, and techniques in developing Amharic QA
system.

v" The study showed how questions in Amharic can be classified hierarchically (coarse
and fine grained based), what are the specific question focuses for different questions,
and the function of question particles to determine question type and expected answer
types.

v" This study also showed how information extraction can be accomplished in Amharic
based on the standard off-the-shelf information retrieval techniques available.

v' The study identified basic challenges in developing Amharic QA systems and the
possible strategies to solve those challenges.

8.3 FUTURE WORK

Question answering is a very complex task, which consumes more time, and needs a number of

different NLP tools. Hence, there are a number of rooms for improvement and modification for

Ambharic question answering. Below are some of the recommendations we propose for future work.

Developing automatic named entity recognizer: The gazetteer we have used has limitations
such as usage of a single named entity for multiple entities (such as person and place).
Developing an automatic named entity recognizer will help the QA system to automatically
detect the expected answer.

Incorporating a parser and part of speech tagger: The NER will detect named entities in a
document. A sentence parser will further help the QA system to know the structure of the
question and the expected answer sentence. Besides, there is no POS tagger available publicly
to integrate with our QA system. Integrating POS tagger will help the answer processing
component of the QA system so that wrong answer particles, such as considering a verb as
proper noun, will be eliminated.

Developing Amharic WordNet: Word synonym, hyponym, antonym, metonym, meronym and
so on help to match wider number of relevant documents. By using Amharic synonyms and the

like, we believe that Amharic WordNet is very beneficial.
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e Enhancing the Amharic stemmer: The stemmer that we have used brought some drawbacks
both for document retrieval and answer processing algorithms. It will be better to develop a
state-of-the-art stemmer which we believe will bring a significant change to the performance of
QA systems.

e Incorporating Machine learning and statistical Question classifications: the rule based and IR
based question classifications have some limitations. The rule based approach does not include
all possible patterns of questions and the IR approach also does not help as the number of
questions and question types indexed are very small. The machine learning and statistical
approaches show better performance for other QA systems such as English [60] and we hope it
will also help for Amharic QA systems as well.

e Integrating with other search engines: for this research work, documents have been collected
manually with the help of third party tools such as DownThemAll of Firefox and
WinHTTrack website copier . It will be better to incorporate a crawler component which will
interact with the main search engines (Google, Yahoo, etc.) and Amharic Websites for
collecting relevant documents.

e Extending to other question types: This research work shows that, even with minimal NLP
tools, it would be possible to handle other question types such as list, define, and so on.
Extending this work to other question types will be beneficial for wider applications where
only a piece of information is not sought.

e Incorporating Amharic spell checker: most of the wrong answers and wrong documents
returned are due to spelling errors. Incorporating spell checker will enhance the performance of
our system.

e Implementing for specific applications: The QA system can be easily implemented to satisfy
the needs of some organizations for specific projects. It can be developed for customer service

support such as e-commerce and e-governance.

“HTTrack is a free (GPL, libre/free software) and easy-to-use offline browser utility, http://www.httrack.com/
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APPENDICES

Appendix A: Coarse and Fine grained Expected answer types for question classification
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Appendix B: Sample Questionnaire to prepare question sets from a document for testing and
guestion classification

+me is a question answering system for Amharic. We have given you these documents so that you
can prepare factual questions (place, person, numeric, and date) that will help test the performance of
+meP. For example for the sentence: PATCXE MmPAL LLOEC hf ooAd RGP PhTCX S
VHAN AT 80 “9.AL7 AZLTLm.)2 oo 21 7 2001 %.9°. A%0 AN0 O-Fh'LLo-
PhGs P UANLT ONAN AR 1AA:: We can ask the following questions:

1. PATEXE MPAL “LLOTC 77 LOAA?
2. P& e UHN NHF 9°7F7 PUA 10?7

3. Pa R e mPAL ULLOTC AN AACERE VHAN N ao9Aem, POmt oo
-?

4. PhGed vNLT ONAN P FRL?

If you can, prepare more number of questions for each question type (place, person, number, date).
The question must have an answer in the document and better include the answer for the question.
Thanks for your help.

1.

APA DI 12/2001/ PA“Y QLO-N NLC NLLA0TS UVHOT hAA (1 PCHo-
CH9PUCT  Hovy 440, P9l VISF  09°10  TEV9°  FIPUCH Ty
At tadra. oS Fo7 ehAaa. TVCT L.C AdJod:

PLCo- CTI°UCT AT APl NI DT TAG 19°177 P0é- 1.8 Qpov-¢ At
AOANLE Lo Mo APAI ATIECIUV07T “10hA A7503 o 1: hdha. £CP
0-+L.229, 02 emP T @lSPT oohhA 19°10 TEAE9° AJP4 90 THI°VCT
0LAT P2A9° PN TEVI® Nawllo- 1531 “21Fén 47 1AL AA“L 9°9
4410, Polml VLT ICVCH T o7 KeHhJHA o

PGA9° PP TCEL9° NNAA- CFALE BT 0°21F 13 0l5%2PT Aehye
PAm- 910 CP N72.0M0T @ ANANLTF A 15T Cov™IC ALA AT9.01T
naFa.ge (e PhAAT PPA CTIUCT  AATE A48 PONACT
AVT PR A ALLRLN aolP'ty At AO-ANIE ANLLAPA:

N0.Co-§ NITEALo0- ANTNNELT P HPTE N169° T ARTLT D 0Oy
T9°UCT Plovfm AA“YL 9°0 NAN: TPI° AL AT7%0:N P1HLL1 ool
PmPpov-l- Qpov-Pw-: PYATTo AT A9°VCT P90 TEDL00-9° 1mThE
aPmA7T haAITPA

TE-00- (IFPHo  C19°VCT Hovy  (1nAA- 910 ooCYPNC  0770%L:
FVCHT o7 ArS.nd-ta- haFAaTe- 440, bl VIS o0r9° 2770
Nag 9P AT ooPSTo7 hat ACANIE 149 AonlS T o AT PAJ
ATECILUNT “00A N0 A =
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2. 20 POt Canntén DA “avyen, 7303 30 laof LA aoMSGPEeT VNI @- ao-f-
Aao-f- A.MGPP AU7 LAD7 900 99,9 P PIILNAT Phnintin LA hPd® Nav-A-
PO b LM av P17 238G albN ANS P P TCERE 224 AON.LE 100~

NU-At oot Ah-PC ae 2D 1C AL P9LLCTE hSP P91.5L@- PH.U- A TYavyem, 77303
M6, ATL 1PN ACOT LAST RC ATLILLCH hvd- AONLE. 2148 haol St
+FAAN::

TeLPOT

3. P9A9° AN AU QANT 248 AL (L1F59° Chh@- 7707 ANV NM9° he: £A
Py OGHE hn 4 ANLA CAONNNT A% FCTHCE @737 Ca e 8L.en1C
andoe::

804018 GUTE LOFOET AV ARTE Goo - COAAMST @ 50 A X m-£7 130T
15 +7 2001 9.9° 290avld? adaoAnt@® QOOmt LML av9hem, AL 1@-::

OLHE hn®l -t OHU- a0 T AL ATLIA0T AM® 7370 017278 HCS AhE7:
TCHRG NAET NAN0: NaoH LA AOTPOA A7L7LL0ENE AL TPA::

TLLPT
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4. aop, VINVF 12/2001/PA.“ Oaodh, 077 2994% he hea 7?7 «<CLe 0+
"NAQYAP VA9°s Clavawy ALGAY-: PHPOL oW hoMAav" 174+
VANLEAT  PoNL0L 0N PAPO T Goot X AdtS P1T7HA Pt
T o001 =

GCE M M PP OPAm- o A0 A7 JLA AlIEL 1A Phsa
0t 1PL PUANLANTT AAC PULeG D AL PU1AA @7FA  avd.dov.
077048 Oovld 2Ime PA°OT Goot X'+ aes PhACOT 0. NC Pt
o0 0N =

PGCEL N 8 oLHCE 9°méA ThAae OFacd: A8 APLOT oA AT750645T:
2000 NMWAP VA9°S ALT7 ALTav- 0774 (CQJ 17HA  ONovP(lA:
OATSCT7 079N (19°1 A7%0.02 AdD 77247 LCNA =

0-FhAG- CAVAP V9T .28 oldd T AL P40 1 4% L.TCY° avJ@Pbfo-
PAA Qo N9° VT NooT7-E POl ANNL ovFAT7 SFP ANLLTPA =

200+ NOAmo. ANTLP T Aad~T PO Good~T PIP CAVAP Va9°G 4.9
ATt (WIP a1 pANLAANT7 NMWAP VAT o- O.LIADN aoBP1:7 mdq:
Pamo: P4CEL oAz AV ALLAI® TINIT7 PAJ ATICCIVN7T “100A
H10 A\ =

TeLPT
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Appendix C: Sample Question Sets with Answer distribution Statistics: v'=Correct Answer, WR = Wrong Answer, NA = No Answer

Sentence Based Paragraph Based File Based
2| 2| 2| /2| 2| 2| 3 2 32 2| 9| 2 % 98
2 28 2 2] 8 2 2] 8 28 28 2 28 2| 8] 8
a8 e AC DN oLolo T TLHE T 977 BOAN? N N N
PALN ANN a0 71T AANATNT PG Né- ANNLLE 977 BOAN? v v WR | WR | WR
POAC LA, ALO 278147 PG B8e.L01HC 777 BOAN? \ \ \
PhL.l bAI° PG 1A GVE 717 G712 NA | WR | WR NA | WR NA WR
NA A% M@-LP0 T°F N7AH L9407 L AICE 1L av -
a7 1D \ v \
P Px P ChPC T é-bot HSMANLDTF ao YNC PHICD-F bAI®
Pavl ¢t 79 STF@-? N \ N NA
P tPx P ChPC T é-bont HSMNEDT aoUNC T LHE T 917
1m-? N N N
NN AAA CHI°VCT ATV A & HIE T R TAS 79°19
P0é- LL T NAgo-£ 777 BOAA-? \ \ \ NA
P DINFENTT haod-C ANA 277 LOAA-? v | NA \ \
PaL.0 AN D97 ANFEL.C 9° A 710 297 LOAA-? v v WR WR | WR | WR
PLLLP WY N7 10 977 L0AA? \ \ \
Nao1SE-h 2 LAD-F oo 718 D103 ATIMSG P POLLENTA £224
N AT NG NF°I°1E Pdl-dao@ 797 1@-? v | WR | WR v | WR N WR
PaL.0 AN PG 224 AONLE 997 ST m-? \ v WR
e N Foo T hETN, 8R.LNTC 717 ST ®-? WR | WR WR WR WR | WR
Phédo2o7 PG OV 277 ST \ N WR WR | WR
e HIPVCT 2LL.0EC CUHN 77T UAS 977 ST o-? v | NA v \
AR LU + PP, IC A.PaoINC 777 ST @? \ \ WR
P DINTENT? VAL TE o0 PUNLT TTUNC haod-C A0A
Pyt 977 ST m-? v | NA v | NA N NA
CLN-N AN STI°VCT AT Ad e HIET TG 29°197 \ WR v | W \ WR | WR
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PO 1L NAao-£ 77} £0AA-?

0994 DAA L100-C 17 ¢ I09° L8 AhF884 997 B0AA-? \ \ \

POA 9°N H2E+ OATS “TUNCE A.PaoINC 777 SOAA-? v v \

&7 W97 0740 WP TFo- 277 LOAN? WR WR WR WR | WR

PL.0 N7 77 A0 ao9°L P CUNLANN Ad e @ FEA avhAhA PG

Phé- 1Lt aANT 997 1-? NA v | v | NA \ \

70 A700¢70 WA Phé. A AT7 1@-? WR WR WR

PN A6 0CE ANAN, 977 £0AA-? \ \ \

n51 9PN A0 (LALET NC NAL 0T A AdaoH - TEEN-PT

4. 2L COmm- 297 '1m-? WR | WR | WR WR | WR WR WR WR

Ca e8P W0 oot GEN. TEIN75 PN 27751

avd° L P BR.LATC 7T BOAA-? WR | WR | WR WR | WR | WR | WR WR | WR

LATCC, L0060, PAT® LAM- 777 1D-? WR N WR

P % e 00.C BE70. 777 BOAAN? WR N N

0772 77804 “LL0EC P90 425 COHN 27591

A/0 T VAL T 1D-? N v NA \

P3%9° W 7814777 D007 T %A (L PS N6 AONLLE 977

LOAA? N v WR

QLHOAI° PTG O PR A TTUNC AP NG 977 LOAN-? WR WR \

POTINL TELHS T 717 BOAA-? \ vV | W \

Phef Wl ¢4 CATT NG S E70. PS Foh e 297 LOAN-? WR \ WR

PONLT A7 TEHET T 977 SOAN? WR N WR

TEHLTF 21C AGNC ANTF L& F79C A78.°2CTH 12002 | v | WR v | WR N WR

CLNC AGNCT Cavp b P 779C +nthe P LT Paras

ACYI°S PAMNET aoP'r7 P10 hés4 P-Hohd-T ALT 0ot

STo-? v | WR WR \

Ph%hen hAY° AdE AT S CET PPN AT L TH ACSH

9°77 PUA 10-? v v N WR

L% ANA AL2®- O 10-? v | WR | WR \ \

T DIVEEATT ANVEE 0é- AT ONFT POé- AL aohdd Fa? | \ \

2T hI0vHe-nt7 07 AOAT AdeT? v | WR WR | WR WR

WA4-T VAT hao 3T PINLD- av9°VC 1914 TI°LT 0 INC? v \ WR

AAST HMY @é-T 07 PAILE L8 aodvet Jtao-? WR | + WR WR
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Ch TP ChPC Té-do T EMNMEPT av UNC NI haok7F -
fanlm-? v WR WR
0A A% MO-L20 T+ N7AH 1940 M0 @ 1eA Hao'?
-? NA N \
LATC AONC AL 19-CLO DANST D7 A.Ak AI? PUA Lb.P
TUUC hLLT? \ \ \
&4 €51 nCF aonlt LatC ADNC LT A ALPmA- P2LAD-
N7 W30 N7 oo\t L2471 102 N | W vy WR
270+ 8/2001 NHnLL@- PPAA 0% hé-4 Caom-t +@nPT
N7t STo-? v WR \
a1 ANY® At G PATTT LCO T AT P@- 9°7 PUA 19°71
LAD- ACBT AdlN? v \ WR
Phhen hA9° APE PO ECET 9°7 PUA PI°IN ACST m? | \ WR
A.AC MO, 727100 ao31L: CHaok: 9°7% LU 10-? V WR WR
LAC (LA, P7L190@ a0 31 NGk 9°7F VA 1D-? WR WR WR
A NP 416 O Covdobd ANLPT hh-? N WR \
AN PG PUIC 0T A Ntao r TEERET L& am? | A \ \
NChao-t: 0FF AT AaoTH0 T A & OTFhAN? v \ WR |+
N7 TCLELT V.IP AP ATHPA? v \ \
NPT @- N9°Cam, NC L PNLLD T CEPT 0t STFar N \ NA
CAT DIFENT? VALTE o0 PUNLT TTUNC PANAT &TC
07t 1m-? NA | WR WR WR
LN NAA TI°VCT N.C 9°7 PUA P15 L8 1914 P T avR UK
adTan? WR WR WR
CAAP 10 ANAT AT @7 AN QAT emNPa-? \ \ \
¢ 2090 @48 hOolh AZE N hae 4 TC TCPAT? \ \ \
eOA 9N HIE+F AONTS A0AT RTC 07 10-? WR WR WR
POA 9o HIEA ONTS PLLP WL APCOVE NP7 NH T 12 N WR \
POA 9°9N H2E-F OATS CAOAT COC 0., OF - 10-? \ \ WR
aNA eh o7 AP0 9°7 VA A@-P0+ATF7 M17? WR WR WR
CaINA Ad-PN-0 AL 07 AOd-C PEavl@- N\ aohaoC 1@-? N \ WR
heé- o0 ha-Hrn 07 RTC 10-? N \ \ WR
Neé A@-P0-0 e LLN0 N7 OFEI® LONGAN? N \ WR
ANA AD-P0-0 DAV Al N9°7 LUA A@-F0-0T APNE- 10-? N WR | WR | WR WR | WR | WR
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PH7LC NLL-P 4G 2T NAMPAL NI Cavd G M L P

an1? \ \ \

NALO AN @-OT Naget adzt 0AL LT Age 130t PG A? WR WR N

NAU OF T LA@- PATE LA 0D.C PO O 10?2 v WR WR

Ph X e NN.C %N, LOParMar Pavyhi 4G Pav LG PO NP

N7 A9k Lb PPL-AN? \ WR \

NNEF hao-t: PHNT @ 0T 07 TCERFT Ph 700 a0 b

L ONLPA? v WR | WR | WR WR WR | WR

QLNAT° PTG O PR A “TUNC OFE AT H? v WR WR WR | WR

KLHOAT° PG @ PR A TTUNC ANAF N, A7 10-? WR WR WR

PAAI® 070 Né- ANLATLET AAACX L 97 PUA 170N AgohmiT

ANNPA? \ \ WR

UNLT Q70 0FCHD- PNET haot 07 F 2AC ATT? WR v WR

PNCEL 072 A 7HCE T A 1A Pavao WL ne L7 N0 T

AfAA? N N WR

¢ 2090 @48 hOolh A7E N hae 94 C THCPAT? \ \ \ \

LA ALt CTF 2000 9°7 LA NC BPTAN? \ \ \

L0 nH21 77 A0 03 b AFAA? v WR WR

AEaE aoalt 24.C COET CACOAT DY “LEC 0t onT

a2 eC NPT PN 0% A4 F? v N \

£8, hGC A°7 £hi LH NOC LT 2P LA? N WR WR
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Appendix D: List of Main Java class files

No. Class Name Descriptions

1. AnalyzeQuestion Analyzes a question; Determine the question type,
expected answer type, and question focuses

2. AQAMain The main class for the GUI. Accepts a question from
the user and send the question to the remaining
classes and finally return result to user.

3. DatePattern Extracts any date related answer particles from a
document.

4, Filelndexing, Creates file, sentence, and paragraph based Lucene

Senetcncelndexing, Indexes respectively.
Paragraphlndexing

5. DocumentNormalizer Normalizes the document for punctuation mar,
charcter, and number variations.

6. NameExtratcor Gazetteer based name extraction

7. NumberExtractor Extracts numeric answer particles from a sentence.

8. OneAnswerSelcetor Selects one candidate answer from a document

9. PatternBasedNameExtractor | Extarcts person name based on title patterns

10. PlaceExtractor Extarcts Place answer particles from a document

11. QueryGenerator Generates preoper IR query from a question

12. Ranker Ranks documents based on the answer particle in a
document and distance computations

13. TopAnswersSelector Selects the best 5 answers from the ranked

documents
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Apendix E: Ethiopic Unicode representations (1200 - 137F)

aa} D~

mv_.m-m W.mﬂmﬂm&nﬂﬁvﬂvﬂ-wnlh e [ [0 [E [ [ R | e
& S

m/_l.hlm.h Llel |2l &Ll Bl S - | X% # | |
4 o

-~ &~ IS il A S R I R = A N R I S NI S PSR Pl Y-
Q &

|| kNG BRI S N N N LN P ENG K N PR (R PE 3 IR B
& 8

S AR Ao | [ e R e [ e 3 [ B |2 [ [k [oF o0 |8 &0 |<¢ [o |oc [o€ |oc o |08
[(e] [9V]

Yl el eS|« |2 | ||| |E m m m
«Q ®

e e 0 1o o O - O |1 0 - ® e & lee | PRI PR § N
< i o

N PR FFY Al o |l & x| w| & e P N 3 P PR P B P A N [ [ PR [ N
3 s

Nelel< cle|d el it | (o [of |oF [or |of [& [ |of [or |oF || o |22
NNE 8

NaldF Y Y E 3 P IR R IRY IR PRI ER DA e e |e e
Q| | 2 K

Sl £l N EERERNERE = ===
o [6)

o3| an = |cle|<| ||| &l | F g |ov|e |
O+~ wiol~ olo|<<m|O|Q|W|LWw O |~ |N M| [ [© |~ [0 | | (@]

Page - 116 -

TETEYEQ (-Fm®%): Amharic Question Answering for Factoid Questions



Declaration

I, the undersigned, declare that this thesis is my original work and has not been presented for a degree
in any other university, and that all source of materials used for the thesis have been duly
acknowledged.

Declared by:

Name:

Signature:
Date:

Confirmed by advisor:

Name:

Signature:
Date:

Place and date of submission: Addis Ababa, June 2009.

TETEYEQ (-Fm®%): Amharic Question Answering for Factoid Questions Page - 117 -



