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messages, needs fine-tuning with more datasets
Fig.3: Output examples for explainable toxicity detection (SHAP)


https://github.com/uhh-lt/AmharicHateSpeech
https://github.com/uhh-lt/AmharicHateSpeech
https://github.com/davidjurgens/potato

