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Introduction
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▪ Complex Word Identification (CWI) is important in lexical 
simplification

▪ Lexical simplification (LS):

▪ Replace infrequent and difficult phrases
▪ Target readers:

language learners children reading impairments
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Components of LS (Paetzold, Gustavo (2015)
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▪ Collect CWI annotations (CWIG3G2)

▪ For three genres 

▪ For two user groups

▪ Develop CWI systems

▪ Across genre
▪ Across user
▪ Across user-gerne

Objectives
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▪ Previous CWI datasets relied on Simple Wikipedia and edit 
histories as a ‘gold standard’ annotation 

▪ The SemEval2016 shared task dataset

Related works
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# Sentence # Annotators
Training 200 20
Test 9,000 1

# Annotators = 400
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CWIG3G2 Dataset Collections
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1200 sentences

820 sentences

EMM NewsBrief

500 sentences

10 native Annotators

10 non-native Annotators
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Mturk UI
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Mturk UI
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Analysis of collected results
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▪ Can we use datasets collected for one genre to predict CPs 
for another genre?

▪ Can we use datasets annotated by native speakers to 
predict CPs annotated by non-native speakers and vice 
versa?

Classification Experiment
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Features
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Feature groups Descriptions

Length number of vowels, number of syllables,  number of characters

Frequency Wikipedia, Google Web 1T 5-Grams, HIT/paragraph

Syntactic features POS tags

Word Embedding Word2vec using Wikipedia

Topic Features LDA using  Wikipedia 
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Results – F-score in % 

Baseline à frequency thresholds based on Simple English Wikipedia
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▪ Within-group-genre: better results on native datasets.

▪ Cross-genre: Slight differences in performance.

▪ Cross-group: training on non-native and testing on native gives 
better results.

▪ F-score is influenced by the IAA on the test set, and native 

annotators have higher IAA.

Discussions
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▪ Six new datasets for CWI tasks.

▪ Native speakers have higher inter-annotator agreement than 
the non-native speakers regardless of the text genre.

▪ Build different CWI systems.

▪ Within-genre CWI leads to better classification performances.

▪ CWI systems trained on native datasets can be used to predict 
CWs for non-native speakers and vice versa.

▪ We recommend to take language proficiency levels into 
account.

Conclusion

19
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https://www.inf.uni-

hamburg.de/en/inst/ab/lt/resources/data/

complex-word-identification-dataset.html

Datasets
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https://www.inf.uni-hamburg.de/en/inst/ab/lt/resources/data/complex-word-identification-dataset.html
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BEA Workshop - NAACL 2018

Announcement
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Shared Task on Complex Word Identification
https://sites.google.com/view/
cwisharedtask2018

https://sites.google.com/view/cwisharedtask2018
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Thank you!
Questions ?
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Multilingual and Cross-Lingual Complex Word Identification
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Yimam S.M, Štajner S., Riedl Martin, Biemann C. (2017): Multilingual and Cross-Lingual Complex 

Word Identification. In Proceedings of The 2017 International Conference on Recent Advances in 

Natural Language Processing (RANLP). Varna, Bulgaria
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▪ Six datasets (three different genres times two different 
groups of annotators)

▪ The baseline is based on document frequency thresholds of 
Wikipedia corpora in the respective languages

▪ The Nearest Centroid(NC) ML algorithm from scikit-learn is 
used to build the CWI systems

Experimental Setups

24
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▪ English à 25623, German à 7403, Spanish à 14280 
Complex phrase annotations

Analysis of collected results

Dataset
Native (%) Non-native(%)
One Mult. One Mult.

NewsBrief 25.36 74.64 38.42 61.58

WikiNews 23.62 76.38 59.07 40.93

Wikipedia 26.97 73.03 45.94 54.06
German 41.50 58.5 29.34 70.66
Spanish 28.16 71.84 95.16 4.84
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Analysis of collected results
Distribution of collected CP (lengths in %)

dataset uni-gram bi-gram tri-gram+

NewsBrief 83.50 12.50 3.99

WikiNews 86.00 10.02 3.98
Wikipedia 84.77 11.73 3.50

German 92.29 4.81 2.90

Spanish 77.03 13.83 9.14
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▪ German:

▪ fewer annotators (23 in total, 12 native and 11 non-native)

▪ More non-native than native annotators per HIT (6.1 non-
native and 3.9 native on average per HIT

▪ In contrast to English and Spanish CP annotations, in the 
German task, more than 92% of the annotations are single 
words

▪ Higher IAA among non-native German annotators 
(70.66%) than native German annotators (58.5%).

Analysis of collected results[3]
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▪ Spanish
▪ 54 annotators, 48 native speakers and 6 non-native 

speakers

▪ Very low number of non-native speakers – excluded from 
our analysis and experiments

▪ Lower IAA among Spanish native speakers than among 
English native speakers

▪ Annotators highlighted mostly multi-word expressions 
(23% of the annotations)

Analysis of collected results[4]
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Language independent features:

▪ Length and frequency features: 

▪ Length: the number of vowels, the number of syllables, and the number of 
characters in the word

▪ Frequency: frequency of the word in Wikipedia, frequency of the word in 
the Google Web 1T 5-Grams, and frequency of the word in the 
HIT/paragraph

▪ Syntactic features: POS tags à tags transformed into universal POS tags

▪ Word Embedding: A single shared embedding space for more than fifty languages 
(from work of Ammar et al. (2016))

▪ Topic Features: topic-relatedness feature that is extracted based on LDA model

Classification Experiments
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▪ Nine datasets (three different genres times two different 
groups of annotators for English, native and non-native 
datasets for German and the native dataset for Spanish)

▪ Set I: Monolingual experiments on nine datasets (for all 
three languages).

▪ Set II: Cross-language experiments.

▪ The baseline is based on document frequency thresholds of 
Wikipedia corpora in the respective languages

Experimental Setups

30
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▪ Baseline à is based on document frequency thresholds of 
Wikipedia corpora in the respective languages

Monolingual Results – F-score in % 

Dataset Native Non-native
System (NC) Baseline System (NC) Baseline

NewsBrief 69.97 66.01 62.35 60.28

WIKINEWS 69.25 66.56 57.89 51.5
WIKIPEDIA 70.79 67.2 58.31 53.53

GERMAN 54.92 51.37 58.5 56.57
SPANISH 45.83 44.04 – –
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▪ All systems preform better than the baseline

▪ For English, CWI systems based on native speakers preform 
better than datasets from non-native speakers

▪ For German, CWI systems based on non-native speakers 
preform better than datasets from native speakers

Monolingual Results[2]
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Cross-Language Results – F-score in % 
English genres as training

Training German Native
German Non-
native Spanish Native

NewsBrief 53.89 58.32 45.19
Wikinews 54.54 58.42 44.48
Wikipedia 52.93 58.64 45.29

(a) Native English genres as training
NewsBrief 53.02 58.92 44.79
Wikinews 56.03 58.31 43.26
Wikipedia 51.53 59.14 44.39

(b) Non-Native English genres as training
33
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Cross-Language Results – F-score in % 
German and Spanish as training

NewsBrief WikiNews Wikipedia

Training Native
Non-
native Native

Non-
native Native

Non-
native

German-
Native 67.42 57.55 66.79 57.08 62.14 51.22
German-
Non-nat 66.99 58.51 64.17 55.53 63.78 54.09
Spanish 66.05 56.37 62.03 51.89 62.04 56.15
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Cross-Language Results – F-score in % 
Across German and Spanish datasets

Training Spanish Native
German 
Native

German 
Non-native

German native 42.76

German non-native 41.52

Spanish native 53.53 56.82
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▪ CWI model trained on one of the English datasets 

▪ Similar or better result than on monolingual German and 
Spanish models

▪ CWI model trained on Spanish native

▪ A slight decrease in performance than monolingual 

German models (still very close)

▪ A drop in performance than monolingual English models

▪ CWI model trained on German dataset

▪ A drop in performance than monolingual English models

Discussions
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▪ CWI is important task in text accessibility and text 
simplification.

▪ Collected a total of nine ‘gold standard’ CWI datasets

▪ Developed a state-of-the- art automated CWI system with 
language independent feature representations

▪ Demonstrate that cross-lingual CWI systems work very well

▪ In the future, balance the number of annotators per HIT for 
native and non-native annotations

Conclusion
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▪ MORE!!!
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▪ A HIT (human intelligence task) is:

▪ 5—10 sentences

▪ Completed by 10 native and 10 non-native speakers each

▪ Workers can highlight single words or sequences of words

▪ Maximum of 10 annotations per HIT

▪ Annotation selection

▪ No simple words

▪ No more than 50 characters

▪ Question about nativeness

Annotation procedure
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CP annotation Examples - English
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▪ CP annotation Examples - German
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CP annotation Examples - Spanish

42



05.09.2017

▪ On the shared task dataset: almost the same F-score (35.44%) 
as the best F-scored system (35.30%), but better G-score 
(75.51%) than the same system (60.80%)
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