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Disclaimer: This talk reflects our computer 
science and epidemiology perspectives. We 
are not medical practitioners.



Role of Data in Healthcare Diagnostics and 
Prognostics



The Role of Data in Modern Healthcare Systems

● Enhances Care Quality and Efficiency: Data enables the development of 
clinical guidelines and predictive models for more personalized, safer, and 
effective patient care. 

● Informs Strategic Planning: Data provides insights for healthcare 
organizations to improve strategic planning and operational quality. 

● Supports Research and Innovation: Facilitates clinical research and the 
development of new treatments and medical devices. 

● Influences Policy and Public Health: Strengthens public health strategies 
and informs policy-making, contributing to health equity and improved 
population health.



Exploring Health Data Sources: Access and Utilization

● Diverse Data Sources: Includes electronic and non-electronic medical 
records, disease registries, immunization records, laboratory data, and 
national surveys. 

● Comprehensive Data Utilization: Essential for healthcare reform, clinical 
evaluation, and public health planning. 

● Improved Health Outcomes: Access to detailed health data allows for better 
analysis of healthcare delivery and patient outcomes. 

● Need for Infrastructure and Skills: Effective utilization requires investment 
in data governance, technical infrastructure, and workforce training.



Data Sources



https://www.linkedin.com/pulse/transforming-healthcare-power-data-driven-insights-kevin-sila/









Enhancing Diagnostics and Prognostics: Case Studies











Integrating Health in All Policies: A Comprehensive 
Approach



Enhancing Medication Policies Through Data Insights



Harnessing Big Data for Diagnostic and Prognostic 
Innovation
● AI and Analytics: Utilizes advanced algorithms to interpret vast data for 

predictive analytics and automated decision-making. 
● Personalized Medicine: Enables tailored healthcare strategies by analyzing 

individual genetic and health data. 
● Operational Improvements: Streamlines processes and optimizes resource 

use through data-driven insights. 
● Research and Development: Accelerates the discovery of new treatments 

and medical advancements. 
● Data Security and Governance: Necessitates robust measures to protect 

patient privacy and ensure data integrity.



Dissecting Big Data: Veracity, Volume, Velocity, and Variety

● Integration Challenges: Managing and integrating data from disparate sources to 
form a cohesive dataset for analysis. 

● Impact on Decision-Making: The 3Vs enable more informed and agile clinical and 
operational decisions in healthcare.

https://www.researchgate.net/profile/Mohammad-A
shraf-Ottom/publication/313783767/figure/fig3/AS:6
48219604287493@1531559005823/Big-data-in-he
althcare-4Vs.png



Statistical Approaches to Enhance Diagnostic and 
Prognostic Models
● Machine learning methods
● Deep learning
● Image data processing
● Data visualization (Dashboard)



Utilizing Evidence for Effective Policy Decision-Making



Case Study: Using Data for Successful Smoking Ban 
Policies





Evaluating Socio-Economic Health Programs Using Data





AI and LLM Applications in Prognostics and 
Diagnostics



Artificial Intelligence in Medical Diagnosis

● AI is used to analyze vast amount of data quickly and accurately.
○ assisting healthcare providers in making more informed decisions.

https://www.spectral-ai.com/blog/artificial-intelligence-in-medical-diagnosis-how-medical-diagnostics-are-improving-through-ai/

https://images-provider.frontie
rsin.org/api/ipx/w=1200&f=pn
g/https://www.frontiersin.org/fil
es/Articles/1227091/frai-06-12
27091-HTML/image_m/frai-06
-1227091-g001.jpg



Role of AI in Diagnosis

● Enhanced Accuracy: AI algorithms improve diagnostic accuracy by analyzing 
complex medical data, reducing human error.

● Early Detection: Machine learning models can identify early signs of 
diseases such as cancer or heart disease, allowing for timely intervention.

● Personalized Medicine: AI tailors treatments based on individual patient 
data, leading to more effective and personalized care plans.

● Efficiency: Automated systems speed up the diagnostic process, freeing 
up healthcare providers to focus on patient care.



Benefits of AI in Healthcare

● Data Analysis: AI processes large datasets from electronic health records 
(EHRs), providing insights that are difficult to achieve manually.

● Imaging: Advanced AI tools enhance the interpretation of medical images, 
aiding radiologists in identifying abnormalities.

● Predictive Analytics: Predictive models forecast disease progression, 
helping in preventive care and better resource allocation.

● Clinical Decision Support: AI systems provide evidence-based 
recommendations, supporting clinicians in making more informed decisions.

DeepView® technology 

https://www.spectral-ai.com/wp-content/uploads/2023/05/spectralmd-instructionalvideo-v2-Compressed.mp4


Introduction to Large Language Models (LLMs) 

● Language Models: Predict and generate text based on the probability of 
sequences within a text. Useful for tasks like autocomplete, text generation, 
and translation. 

● Large Language Models (LLMs): Advanced models with vast parameters 
and datasets. Capable of handling complex tasks, such as summarization and 
question answering. 

● Transformers: Key architecture for LLMs, using attention mechanisms to 
improve processing by focusing on significant input aspects. 

● Considerations: LLMs come with high cost, potential bias, and ethical 
concerns. They demand significant resources for training and special 
infrastructure for deployment.



Large Language Models (LLM) Pipeline

https://mirascope.com/assets/blog/llm-pipeline/stages_of_rag_pipeline.png



LLMs in Healthcare

https://www.frontiersin.org/files/Articles/1385303/frdem-03-138
5303-HTML/image_m/frdem-03-1385303-g001.jpg



LLMs in Healthcare





LLM and Prompting for Healthcare

● LLM prompts guide models to produce specific outcomes by providing 
structured input with instructions and context. 

● Challenges Mitigation: 
○ Well-crafted prompts minimize hallucinations and biases by focusing responses. 

● Clinical Examples: 
○ Summarization: "Summarize patient's diagnosis and treatment plan from the Aug 5th 

appointment." 
○ Information Extraction: "List key symptoms and medications from these clinical notes." 
○ Plain Language Translation: "Translate clinical notes for patient understanding, ensuring 

accuracy."

Shah, K., Xu, A. Y., Sharma, Y., Daher, M., McDonald, C., Diebo, B. G., & Daniels, A. H. (2024). Large language model prompting techniques for 
advancement in clinical medicine. *Journal of Clinical Medicine, 13*(17), 5101. https://doi.org/10.3390/jcm13175101

https://doi.org/10.3390/jcm13175101


Practical examples

● Examples, 
○ Llama 3 and Open AI GPT4-o-mini: Simple example

http://localhost:8888/notebooks/Llama3.ipynb


Retrieval Augmented Generation, LLM and Healthcare

● Llama 3 and Open AI GPT4-o-mini: Simple example

http://localhost:8888/notebooks/Llama3.ipynb


 A Survey of Large Language Models in Medicine: 
Progress, Application, and Challenge 

● Overview: 
○ Comprehensive analysis of large language models (LLMs) in medicine, addressing principles, 

applications, and challenges. 
● Key Questions: 

○ How are medical LLMs constructed? 
○ What metrics assess their downstream performance? 
○ How can they be applied in clinical practice? 
○ What challenges do they face, and how can they be optimized? 

● Objective: 
○ Provide insights into opportunities and challenges of medical LLMs and serve as a practical 

guide for their effective construction and utilization.

https://github.com/AI-in-Health/MedLLMsPracticalGuide 

Zhou, H., Liu, F., Gu, B., Zou, X., Huang, J., Wu, J., Li, Y., Chen, S. S., Zhou, P., Liu, J., Hua, Y., Mao, C., Wu, X., Zheng, Y., Clifton, L., Li, Z., 
Luo, J., & Clifton, D. A. (2023). *A Survey of Large Language Models in Medicine: Progress, Application, and Challenge*. arXiv preprint 
arXiv:2311.05112. 

https://github.com/AI-in-Health/MedLLMsPracticalGuide




What are the Goals of the Medical LLM?
Goal 1: Surpassing Human-Level Expertise.



Goal 2: Emergent Properties of Medical LLM with the Model Size Scaling Up.



https://www.nature.com/article
s/s41467-024-50043-3 

https://www.nature.com/articles/s41467-024-50043-3
https://www.nature.com/articles/s41467-024-50043-3


Pre-trained Multimodal Large Language Model Enhances 
Dermatological Diagnosis Using SkinGPT-4

● Main Task: 
○ Develop a system that improves dermatological diagnosis using SkinGPT-4, 

leveraging multiple modalities (images and text). 
● Approaches: 

○ SkinGPT-4 integrates a pre-trained Vision Transformer with Llama-2-13b-chat. 
○ Trained on 52,929 skin disease images with clinical inputs.  

● Results: 
○ Evaluated on 150 real-life cases; consistently accurate in diagnosis. 
○ Offers immediate, interactive, and autonomous image analysis and treatment 

recommendations. 
○ Provides faster response times compared to traditional dermatology consultations. 
○ High user and expert satisfaction regarding diagnosis accuracy and user privacy.





Clinically Adapted Model Enhanced from LLaMA (CAMEL)

● Main Task: 
○ Develop a privacy-preserving clinical language model to 

support healthcare decision-making. 
● Approach: 

○ CAMEL is based on LLaMA, pre-trained on MIMIC-III/IV notes 
(3.4B tokens) (Medical Information Mart for Intensive Care). 

○ Fine Tuned on 100,000 clinical instructions, focused on 13 
NLP clinical tasks. 

● Preliminary Results: 
○ CAMEL achieved 96% of GPT-3.5’s performance, as 

assessed by GPT-4. 
○ Demonstrated superior performance compared to Alpaca 

(LLaMA based model from Stanford) in 80% of the tasks. 
○ Released on PhysioNet for credentialized access; replicable 

using in-house clinical notes.
https://starmpcc.github.io/CAMEL/ 

https://physionet.org/ 

https://starmpcc.github.io/CAMEL/
https://physionet.org/


Camel Demo

https://starmpcc-camel-demo-demo-i7ajms.streamlit.app/ 

https://starmpcc-camel-demo-demo-i7ajms.streamlit.app/


Some of Our Works and Projects



Data Science and AI Approaches for Neonatal Health Data
● Motivations: 

● How time serious data will be used to forecast neonatal mortality?

● What are the determinant factors of neonatal mortality in Ethiopia?

● How to implement machine learning algorithms to mortality and 
APGAR score prediction?

● Data collection:

● From Sep 2022 to Jun 2023. 

● 3026 records with 44 features

48





Data analysis
● Discharge condition: from a total of 3009 

records, 2501 are improved, 368 died, 108 
LAMA, and transfer 32. 

● Place of delivery for dead neonatal: 174 
from clinic, 38 home, 158 hospital (5.78%, 
1.26%, 5.25%)

APGAR: quick test on a baby at 1’ and 5’ of birth. 
● Ranges from 0 to 10,
● 7-10 normal
● 4-6 needs proper supervision
●  <=3 is never good.



● In 2015 E.C., for DCSH, the neonatal mortality rate is around 12%.

● Predict neonatal APGAR score:

● Top risk factors for the cause of neonatal death

51

Highly risky diseases
● Sepsis, 
● LBW, 
● Hypothermia, 
● prematurity, 
● RDS,
●  PNA



Adaption and Evaluation of Generative Large Language 
Models for German Medical Information Extraction
● Research Questions: 

○ Can LLMs with 7 billion parameters compete with smaller, fine-tuned models (SLMs) for German medical 
information extraction? 

○ How can an NLP pipeline-based application enhance clinical document analysis for premedication reports? 

● Methodology: 

○ Evaluated 7 billion parameter LLMs on German clinical datasets. 

○ Developed the MEDICA app prototype for supporting physicians in premedication processes. 

● Solutions: 

○ Introduced Instruction Tuning using QLoRA to improve extraction performance. 

○ Utilized a user study to validate MEDICA's ability to streamline premedication reports.

Spiegel, S. (2024). Adaption and Evaluation of Generative Large Language Models for German Medical 
Information Extraction [Master's thesis, Universität Hamburg].

1. Dr. Seid Muhie Yimam (First reviewer + Thesis Supervisor) 
2. Prof. Dr. Frank Ückert (Second reviewer)







INNOVETH: Health Intervention for Ethiopian MDWs

● Objective: 
○ To improve health outcomes for Ethiopian 

Migrant Domestic Workers (MDWs) in the 
Middle East by leveraging big data and 
technology.

● Key Strategies: 
○ Epidemiological and data science 

methods to identify health challenges. 
○ Risk stratification models for mental, 

sexual, and reproductive health. 
○ Transdisciplinary intervention package 

(counseling, peer-support, self-help 
groups, mobile apps). 

○ Evaluation through randomized control 
trials.



INNOVETH Project Implementation

● Phase I: Assessment and Mapping 
○ Identify health issues through systematic reviews and qualitative methods. 
○ Utilize migration data for health problem identification and risk assessment. 

● Phase II: Intervention and Evaluation 
○ Develop tailored interventions based on Phase I findings. 
○ Implement with randomized control trials for impact and cost-effectiveness evaluation. 

● Expected Outcomes: 
○ Improved health and well-being of MDWs. 
○ Strengthened resilience and social networks. 
○ Enhanced policy impact and inclusivity in health programs.



Questions and Discussion

● Low Resource Setup
○ How can LLMs work in low-resource 

healthcare settings?
○ What are efficient strategies for using 

LLMs with limited resources?
● Hospital System Automation

○ What barriers exist to digitalizing 
hospitals?

○ How can LLMs help automate hospital 
tasks?

● Career Impact
○ Will LLMs replace jobs in healthcare?
○ What skills are needed to work alongside 

AI in healthcare?
● International Collaboration

○ How can global cooperation enhance 
healthcare with AI?
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